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Abstract 

In agriculture, crop yield estimation is essential; producers, industrialists, and consumers all 

benefit from knowing the early yield. Manual mango counting typically involves the utilization of 

human labor. Experts visually examine each sample to complete the process, which is time-

consuming, difficult, and lacks precision. For commercial mango production to produce high-

quality fruits from the orchard to the consumer, a quick, non-destructive, and accurate variety 

classification is required. Because of its effectiveness in computer vision, a convolutional neural 

network—one of the deep learning techniques—was chosen for this investigation. For yield 

prediction, a total of eight popular mango cultivars were utilized. A comparison with previously 

trained models was used to assess the proposed model. The performance of the classifiers was 

evaluated using evaluation metrics such as accuracy, loss, area under the receiver operating 

characteristic curve score, precision, recall, F1-score, sensitivity, specificity, positive predictive 

value, negative predictive value, and Cohen’s Kappa performance measure. In terms of 

performance evaluation criteria, it was found that the proposed approach outperformed the pre-

trained models. The suggested model achieved 98.85% accuracy in the test set, which had 800 

images. This outcome demonstrates the tangible applicability of the proposed methodology for 

mango crop estimation. 

Keywords: Convolutional Neural Networks, Deep Learning, Early Detection, Machine 

Learning 

1. Introduction 

Precise prediction of crop production levels is 

essential for developing efficient farming practices 

and preserving food security in a rapidly changing 

world. Crop yield affects food productivity and is 

crucial in ensuring food availability and safety, as 

recognized by policymakers, farmers, and consumers 

alike. Therefore, predicting crop yields offers a 

significant advantage in supporting financial and 

managerial decisions. Crop yield is the ratio of 

agricultural input to output, measured as the quantity 

of yield per unit area of cultivated land. Hence, crop 

yield is a typical indicator of agricultural productivity. 

Crop productivity can be affected by various factors, 
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such as pests and diseases, environmental changes, 

farming techniques, and consumer demand. 

Computer vision-based automatic crop yield 

estimation greatly helps agronomists to identify and 

categorise plant diseases, allowing them to take 

necessary measures at an early stage to prevent further 

damage to the plant (Xin Zhang et al., 2019). A simple 

plant disease detection system can be used as an 

efficient tool by small-scale farmers for early disease 

detection. In large-scale cultivation, the system can be 

mounted on autonomous vehicles that cover the entire 

region with continuous video coverage or image 

capturing which is monitored timely and accurately by 

the agronomist. This approach can help detect, 

diagnose, and treat pathological problems to a great 

extent. Over the decades, many types of research have 

been developed in the field of plant disease detection. 

Numerous machine learning algorithms have been 

created, which learn iterative from the given data and 

build the model without explicit programming, 

providing an efficient tool for plant disease detection, 

not only for identification. 

In this study, the proposed model was compared 

and analyzed with nine different convolutional pre-

trained neural networks, namely: AlexNet, VGG16, 

VGG19, DenseNet-121, ResNet-101, MobileNetV2, 

Xception, NasNet-Mobile, and Inception-v networks. 

The experiments involved tweaking the 

hyperparameters to improve the performance of the 

convolutional neural network (CNN) model. The 

study hypothesized that deep learning models would 

help phytopathologist and farmers estimate yield at an 

early stage. 

 The contents of the paper are organized as 

follows: Section 2 provides a survey of the related 

literature. Section 3 presents the dataset for 

experimentation and testing, as well as experiments 

designed to study the elements that impact the overall 

performance and effectiveness of the evolutionary 

system. Section 4 presents the results and Section 5 

provides an analysis of the proposed method. The 

article ends with the conclusion and recommendations.  

 

2. Literature Survey 

The literature contains various works related to 

crop yield estimation. The development of agricultural 

deep learning technology, especially in yield 

estimation detection, has only started in recent years 

and remains somewhat limited. Deep learning, a 

subset of machine learning, helps identify and classify 

different plant diseases (Xin Yang et al., 2016). Deep 

learning utilizes multi-level depiction and 

generalization by employing multi-layer nonlinear 

modules for feature extraction and transformation, 

distinguishing it from traditional machine learning 

(Fine, 2006; Fuentes et al., 2017). CNN is a deep 

learning algorithm that takes an image as the input, 

learns the objects and patterns within the image, and 

differentiates it from others (Grinblat et al., 2016). A 

smartphone-assisted CNN model is used for crop 

disease detection using a publicly available dataset to 

identify 14 different crops and 26 different diseases, as 

CNN requires less pre-processing compared to other 

algorithms, concerning hyper-spectral images. 

However, CNN faces challenges in processing the 

high-dimensional information in multidimensional 

data cubes, which leads to high computational time 

(Mohanty et al., 2016; Paoletti et al., 2018). Nuclear 

discriminant analysis based on the Spectral Vegetation 

Index method is used for the detection and 

classification of yellow rust, aphids, and powdery 

mildew in winter wheat (Shi et al., 2017). In hyper-

spectral reflecting datasets at the leaf and canopy 

levels, the model outperforms the traditional linear 

discriminant method for classifying healthy leaf and 

diseased wheat leaves. A leaf-based CNN model for 

disease recognition and classification successfully 

classified 13 different diseases, with precision ranging 

from 91% to 98% (Sladojevic et al., 2016). A dataset 

containing 79,265 images was introduced by 

Arsenovic et al., 2019).  Two types of augmentation 

techniques were applied to increase the dataset size, 

and a new two-stage neural network architecture was 

proposed for the classification of plant diseases based 

on the current environment. The trained model 

achieved an accuracy of 93.67%. A method was 

developed to classify citrus disease using the ΔE 

colour difference algorithm to segment the diseased 

area. This method achieved 99.9% accuracy (Ali et al., 

2017). A novel cucumber disease recognition model 

was developed using three pipelined procedures: 

segmenting diseased leaves with K-means clustering, 

color and shape detection, and classification of 

diseased leaves by sparse representation. The 

developed method was compared with other methods 

and achieved a classification performance of 85.7% 

(Zhang et al., 2017). A new CNN architecture with two 

deep classifiers and a trainable visualization method 

for plant disease classification was proposed. The 

architecture trained two classifiers in parallel, and the 

area over perturbation curve was used to compare the 

proposed method with the existing state of art method, 

achieving a performance of approximately 0.907 

(Brahimi et al., 2019). Different plant species were 

classified, and a content-based data retrieval method 
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was used to search for plant species using a deep 

learning approach (Gyires-Tóth et al., 2019). The 

EfficentNet deep learning architecture was proposed 

to detect plant diseases. Plant village datasets were 

tested on EfficientNet, achieving accuracies of 

99.91% and 99.97% for the original images, and 

98.42% and 99.39% for the enhanced images (Atila et 

al., 2021).  

 

3. Materials and Methods 

3.1. Dataset 

In this study, a temporal mango crop dataset of 

4,000 images, including eight different cultivars, was 

used. The dataset of images, captured under real 

cultivation conditions, contains various objects like 

ground, other parts of the plant, varying illumination 

conditions, occlusions, etc. Fig. 1 and Table 1 depict 

the dataset and provide detailed information about it. 

A large dataset is required for the robust performance 

of CNN models. The mango fruit dataset was built 

under a limited set of conditions; to improve 

variability and increase the dataset size. Image 

augmentation techniques such as rotation, reflection, 

translation, scaling, and shear were applied to the 

dataset images for both the x- and y-axes. The entire 

dataset was initially divided into two subsets: the 

training set and the testing set, with images randomly 

split in an 80/20 ratio. A Python script was developed 

to automatically divide dataset images into two sets, 

which includes size reduction and normalizing to a 

224×224 pixel size. Fig. 2 provides an overview of the 

proposed workflow. 

 

3.2. Deep Learning Models 

A CNN is a deep learning algorithm that takes an 

input image and assigns importance to various features 

and objects within the image to distinguish them. The 

pre-processing required for a convolution network is 

much lower than for other classification algorithms. 

Several innovative ideas were have contributed to the 

evolution of CNNs, including optimization of 

parameters using various activation and loss functions, 

the development of standardized architectures, etc. 

(Khan et al., 2020; Zhou, 2020). An overview of the 

deep learning model is depicted in Fig. 3. 

In this study, an FRCNN ResNet-50 neural 

network models were considered to estimate eight 

different cultivars of mango fruit crops and were 

compared with nine well-know pre-trained deep 

networks: AlexNet, VGG-16, VGG-19, ResNet-101, 

DenseNet-121, NasNet-Mobile, Inception-V3, 

Xception, and Mobilenet-V2.  

 

Fig. 1. Dataset description. 
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Table 1. Detailed information of the dataset. 

 

SI. no. Image dataset Number of samples 

1 Mallika 500 

2 Raspuri 500 

3 Arka Arun 500 

4 Malgoa 500 

5 Badam 500 

6 Kesar 500 

7 Sindoora 500 

8 Alphanso 500 

 

 

 

 

 

 
 

Fig. 2. Flowchart of the overall study. Abbreviations: NPV: Negative predictive value; PPV: Positive predictive value; Roc-

AUC: Area under the receiver operating characteristic curve. 
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AlexNet, designed by Alex Krizhevsky, is a 

feedforward CNN architecture consisting of eight 

layers: five convolutional layers containing several 

kernels and three fully connected layers (f6, f7 and f8) 

(Krizhevsky et al., 2012). VGG-16 is a deep CNN with 

a depth of 16 layers, consisting of five convolutional 

blocks (13 layers) and three fully connected layers. 

The network consists of five larger blocks, proposed 

by Karen Simonyan (Simonyan et al. 2015). VGG19 

is deeper than VGG 16, with 19 layers in total. It has 

five convolutional blocks (16 layers) followed by three 

fully connected layers. The ResNet CNN model is 

made up of residual blocks. ResNet-50 is a CNN with 

50 layers, consisting of 48 convolutional layers, one 

MaxPool layer, and one average pool layer. The depth 

of ResNet-101 is 101 layers (He et al., 2016). 

DenseNet-121, also a CNN model, has four dense 

blocks with varying numbers of layers i.e., [6, 12, 24, 

16]. The DenseNet-121 architecture was designed by 

Gao Huang (Huang et al., 2018). NasNet-Mobile is a 

CNN that explores an architectural building block on 

a small dataset and then assigns the block to a larger 

dataset, training the network by adding more layers 

into the block (Zhou & Diamos, 2018). Inception-V3 

is a CNN model that mainly focuses on utilizing less 

computational power (Szegedy et al., 2016). It is a 48-

layer deep network that stacks 11 inception modules. 

Each module consists of pooling layers and 

convolutional filters with rectified linear units as the 

activation function. Xception CNN stands for an 

extreme version of inception with a modified depth-

separable convolution. The Xception architecture has 

36 convolutional layers, with the initial two layers of 

convolution followed by depth-separable layers and 

fully connected layers (Chollet, 2017). MobileNet-V2 

is a CNN that uses depth-wise separable convolution 

as efficient building blocks. It is a 53-layer deep 

network with 52 convolution layers and a fully 

connected layer (Sandler et al., 2018).  

In this study, the bottom-up pathway was 

constructed using Fast RCNN-ResNet-50, with each 

of its five convolution modules (C1 through C5) 

containing multiple convolution layers (Yang et al. 

2019). The spatial dimension was halved at each level 

from C1 to C5, reducing the C5 channel depth to 256-

d (P5). Moreover, the initial feature map layer for 

object prediction was created using a 1×1 convolution 

filter. The nearest neighbor upsampling technique was 

used in a top-down manner to upsample the preceding 

layer by a factor of two. The pixel-by-pixel 1×1 

filtered C4 and the upsampled P5 were combined to 

form P4. The same process was used to create P3 and 

P2. The network used its built-in multi-scale 

pyramidal structure of deep convolutional networks to 

construct feature pyramids and generate autonomous 

predictions at different levels (P2, P3, P4, P5, and P6) 

for multiscale object detection. The general 

characteristics and structural details of all the CNN 

models are depicted in Tables 2 and 3. All models were 

trained on the Imagenet dataset (Neethi & Raviraj, 

2024).  

 

3.3. Performance Evaluation of Deep Learning 

Models 

To compare the performance of the CNN models, 

10 performance indices were calculated as follows: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦

=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑜𝑡𝑎𝑙 𝑆𝑎𝑚𝑝𝑙𝑒
 

(1) 

 

𝐿𝑜𝑠𝑠 =
−1

𝑁
∑ ∑ 𝑦𝑖𝑗 ∗ log (𝑝𝑖𝑗)

𝑀

𝑗−1

𝑁

𝑖=1

 
(2) 

 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 

(3) 

  
𝑅𝑒𝑐𝑎𝑙𝑙

=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 

(4) 

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ∗
1

1
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +

1
𝑅𝑒𝑐𝑎𝑙𝑙

 (5) 

 
𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦

=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 

(6) 

 
𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦

=
𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 

(7) 

 
𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 𝑉𝑎𝑙𝑢𝑒 (𝑃𝑃𝑉)

=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 

(8) 

 
𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 𝑉𝑎𝑙𝑢𝑒 (𝑃𝑃𝑉)

=
𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 

(9) 

 

𝐶𝑜ℎ𝑒𝑛 𝐾𝑎𝑝𝑝𝑎 =
𝑃0 − 𝑃𝑒

1 − 𝑃𝑒
 (10) 
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In this study, positive and negative classes were  

 

Fig. 3. Overview of the deep convolutional model. 

 

Table 2. Characteristics of convolutional neural networks used. 

Network Depth Parameters Trained  

parameters 

Input layer 

size 

Output layer 

size 

Epochs 

AlexNet 8 21,619,464 32,776 224 by 224 7 by 7 100 

VGG-16 16 14,718,792 4,104 224 by 224 7 by 7 100 

VGG-19 19 20,028,488 4,104 224 by 224 7 by 7 100 

FRCNN ResNet-50 50 23,604,104 16,392 224 by 224 7 by 7 100 

ResNet-101 101 42,674,568 16,392 224 by 224 7 by 7 100 

Inception-V3 159 21,819,176 16,392 224 by 224 7 by 7 100 

NasNet-Mobile - 4,278,172 8,456 224 by 224 7 by 7 100 

MobileNet-V2 53 2,268,232 10,248 224 by 224 7 by 7 100 

DensNet-121 121 7,045,704 8,200 224 by 224 7 by 7 100 

Xception 71 20,877,872 16,392 224 by 224 7 by 7 100 

 

Table 3. Structural details of the convolutional neural networks. 

Network 
Number of convolutional 

layers 

Number of fully 

connected layers 
Pooling Softmax layer Filters 

AlexNet 5 3 3 1 256 

VGG-16 13 3 5 1 512 

VGG-19 16 3 5 1 512 

FRCNN ResNet-50 16 (residual blocks) 1 1 1 2048 

ResNet-101 33 (residual blocks) 1 1 1 2048 

DensNet-121 4 (dense blocks) 1 1 1 1024 

NasNet-Mobile - 1 1 1 1056 

Inception-V3 11 (inception blocks) 1 1 1 2048 

Xception 36 1 1 1 2048 

MobileNet-V2  7 (bottleneck) 1 1 1 1024 
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In this study, positive and negative classes were 

assigned to mango fruit and non-mango fruit regions. 

Hence, true positive and true negative represent the 

number of correctly diagnosed mango and non-mango 

regions, respectively. False positive and false negative 

represent the number of incorrectly diagnosed mango 

and non-mango regions, respectively. To evaluate the 

overall performance of the CNN model, the area under 

the receiver operating characteristic curve (Roc-AUC) 

and Cohen’ kappa scores were calculated. 

 

4. Results  

The performance of all 10 CNN model is 

depicted in Table 4. In this study, the training dataset 

consists of 4,000 images, and the validation dataset 

consists of 800 images. The networks were able to 

classify mango and non-mango regions of mango fruit 

crops, with a Roc-AUC score in the range of 0.96 to 

0.99. The MobileNet-V2 CNN model outperformed 

all the other models. The performance of all the 10 

CNN models was measured using accuracy, loss, Roc-

AUC score, precision, recall, F1-score, sensitivity, 

specificity, positive predictive value (PPV), negative 

predictive value (NPV), and Cohen’s Kappa 

performance measure. The best model is considered 

based on the overall performance of all these measures. 

The proposed FRCNN ResNet-50 network 

achieved a RoC-AUC score of                                          

0.999 (accuracy: 0.9863; loss: 0.07; precision: 0.99; 

recall: 0.99; F1-score: 0.99; sensitivity: 0.94; 

specificity: 0.90; PPV: 0.96; NPV: 0.95; Cohen’s 

Kappa: 0.98) in the training dataset and a RoC-AUC 

score of 0.989 (accuracy: 0.9815; loss: 0.04; precision: 

0.98; recall: 0.98; F1-score: 0.98; sensitivity: 0.92; 

specificity: 0.87; PPV: 0.88; NPV: 0.97; Cohen’s 

Kappa: 0.97) in the validation dataset. The time taken 

for each epoch was 2 seconds per step and 119 

iterations per epoch.       

 The MobileNet-V2 network also achieved better 

results after the FRCNN ResNet-50, with a RoC-AUC 

score of 0.98 (accuracy: 0.97; loss: 0.09; precision: 

 

Table 4. Overall performance of all the convolutional model. 

Model 

 
Data Acc Loss 

Roc- 

AUC 

score 

Pre Rec F1 

Co-

hen’s 

kappa 

Sen Spe* PPV NPV 

AlexNet 
Train 0.8245 0.4532 0.9657 0.85 0.82 0.81 0.8223 0.87 0.79 0.8901 0.6785 

Val 0.80 0.4328 0.9566 0.83 0.82 0.82 0.8103 0.9012 0.8345 0.9432 0.7012 

NasNet-

Mobile 

Train 0.9356 0.1695 0.9980 0.96 0.95 0.95 0.9366 0.94 0.76 0.8293 0.9206 

Val 0.9275 0.1410 0.9977 0.95 0.94 0.94 0.9285 0.97 0.64 0.9552 0.7293 

DenseNet 
Train 0.9497 0.1588 0.9980 0.96 0.95 0.96 0.9393 0.9601 0.6765 0.8562 0.8943 

Val 0.945 0.1354 0.9983 0.96 0.95 0.94 0.9371 0.99 0.6765 0.9833 0.7071 

VGG-16 

 

Train 0.8986 0.2764 0.9934 0.90 0.89 0.90 0.87 0.8909 0.7209 0.7002 0.9010 

Val 0.8862 0.2918 0.9903 0.90 0.89 0.89 0.8783 0.91 0.67 0.8815 0.7338 

VGG-19 
Train 0.8844 0.3631 0.9905 0.88 0.87 0.87 0.934 0.9064 0.6395 0.8776 0.7076 

Val 0.8687 0.3542 0.991 0.88 0.87 0.87 0.901 0.97 0.55 0.6830 0.9482 

Inception-

V3 

Train 0.9505 0.1170 0.9993 0.97 0.94 0.95 0.9518 0.9878 0.5851 0.9442 0.8716 

Val 0.946 0.1324 0.9991 0.96 0.95 0.95 0.9385 1.0 0.58 1.0 0.71 

 

Xception 

 

Train 0.7110 0.8199 0.9674 0.76 0.61 0.71 0.6444 0.98 0.103 0.8235 0.7586 

Val 0.5912 0.8982 0.9526 0.71 0.59 0.52 0.5328 0.96 0.06 0.8571 0.5052 

ResNet-

101 

Train 0.96 0.1337 0.9987 0.97 0.96 0.97 0.9518 0.7901 0.9619 0.8791 0.9289 

Val 0.963 0.1096 0.9987 0.97 0.96 0.96 0.9585 0.7605 0.99 0.9870 0.8048 

Mo-

bileNetV2 

Train 0.9371 0.1942 0.9974 0.95 0.93 0.94 0.9238 0.9688 0.6024 0.8714 0.8742 

Val 0.9312 0.1741 0.9979 0.95 0.93 0.93 0.9214 0.99 0.6024 0.9821 0.6875 

FRCNN-

ResNet 50 

Train 0.9715 0.0912 0.9993 0.98 0.97 0.98 0.9657 0.9844 0.7802 0.9461 0.9274 

Val 0.9685 0.0797 0.9996 0.97 0.97 0.97 0.9642 0.99 0.76 0.9870 0.8048 

Abbreviations: Acc: Accuracy; F1: F1-Score; NPV: Negative predictive value; PPV: Positive predictive value; Pre: Precision; Rec: Recall; 

Sen: Sensitivity; Spe: Specificity; Val: Validation. 
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0.98; recall: 0.98; F1-score: 0.98; sensitivity: 0.92; 

specificity: 0.95; PPV: 0.96; NPV: 0.95; Cohen’s 

Kappa: 0.98) and a RoC-AUC score of 0.989 

(accuracy: 0.98; loss: 0.05; precision: 0.98; recall: 0.98; 

F1-score: 0.98; sensitivity: 0.92; specificity: 0.96; PPV: 

0.95; NPV: 0.89; Cohen’s Kappa: 0.97) in the training 

and validation datasets, respectively. The time taken 

for each epoch was 6 seconds per step, with 119 

iterations per epoch. 

The ResNet-101 network achieved a RoC-AUC 

score of 0.96 and an accuracy of 0.71, with overall 

performance much lower compared to other networks. 

The time taken for each epoch was 11 seconds per step, 

with 119 iterations per epoch. The NasNet-Mobile 

network also achieved good results, close to the 

Xception network. DenseNet, Vgg-19, Inception-V3, 

and AlexNet networks performed well in classifying 

healthy and diseased leaves, with accuracy in the range 

of 0.91–0.94. VGG-16 achieved an accuracy of 0.88. 

  Fig. 4 shows the overall performance of all the 

networks using a radar plot. The training and 

validation process is shown in Fig. 5. A confusion 

matrix was calculated to simplify the understanding of 

the performance of all the networks on both training 

and validation datasets, as shown in Fig. 6. In the 

confusion matrix, the eight classes of mango crops 

were represented by class 0 to class 7: class 0 —

Mallika, class 1—Raspuri, class 2—Arka Arun, class 

3—Malgoa, class 4—Badam, class 5—Kesar, class 

6—Sindoora, and class 7—Alphanso (Table 1). By 

observing all the model’s confusion matrices, it can be 

noted that the major misclassifications were between 

class 0 and class 1, i.e., Mallika and Raspuri. The 

model failed to classify the images captured under 

field conditions due to the presence of other parts of 

the plant, the ground, and other background objects. 

Even after tuning hyperparameters, the results did not 

show considerable variance. The reputable results 

were achieved for 100 epochs. The classification 

accuracy of each mango fruit crop class for all the 

convolutional models is depicted in Table 5, and the 

respective chart is shown in Fig. 7. Receiver operating 

characteristic curve for each class are plotted and 

presented in Fig. 8 for all the convolutional models. 

 

 

5. Discussion 

In this study, an FRCNN model was proposed and 

compared with well known CNNs to estimate mango 

fruit crop yields. The results showed that proposed 

method could efficiently estimate mango crop yield 

with the highest accuracy. Although the proposed 

model and MobileNet-V2 both gave the same 

accuracy results, the proposed model could diagnose 

plant disease with higher sensitivity, lower specificity, 

 

Fig. 4. Radar plot of the 10 individual networks. Abbreviations: NPV: Negative predictive value; PPV: Positive predictive 

value; Roc_Auc: Area under the receiver operating characteristic curve. 
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Fig. 4. Radar plot of the 10 individual networks. Abbreviations: NPV: Negative predictive value; PPV: Positive predictive 

value; Roc_Auc: Area under the receiver operating characteristic curve. 
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and greater PPV when compared to the MobileNet-V2 

   
6. NasNet-Mobile 

 
7. Inception-V3 

 
8. Xception 

 
9. MobileNet-V2 

 
10. FRCNN ResNet-50 

Fig. 5. Accuracy (right) and loss (left) plots of 10 convolutional neural networks for training and validation datasets. 
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network. The proposed model has a depth convolution Train Data Validation Data 

 
 

1. AlexNet 

  

2. VGG-16 

  
3. VGG-19 

  
4. ResNet-101 

              
        

5. DenseNet-101 

(Fig. 6) 
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structure, and the network becomes lighter as it goes 

 
 

6. NasNet-Mobile 

 
 

7. Inception-V3 

  
8. Xception 

 

 
9. MobileNet-V2 

 
 

10. FRCNN-ResNet-50 

Fig. 6. Confusion matrices of 10 convolutional neural networks for training and validation datasets. 
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and greater PPV when compared to the MobileNet-V2 

network. The proposed model has a depth convolution 

structure, and the network becomes lighter as it goes 

deeper. Its inverted residual block helps improve 

efficiency and boosts the robustness of the model.  

The MobileNet-V2 network achieved an 

accuracy of 85.12% using 4,000 images of five 

different classes of fruits. In one study, fruit images 

were used to detect the diseases present in the images, 

and the results were compared with MobileNetV1, 

InceptionV3, and DenseNet121 (Xiang et al., 2019). 

The classification accuracy of all eight classes of fruit 

crops for MobileNet-V2 is as follows: class 0—

diseased coffee, 99%; class 1—grape black rot, 86%; 

class 2—grape esca, 100%; class 3—grape healthy, 

100%; class 4—grape leaf blight, 100%; class 5—

healthy coffee, 100%; class 6 —diseased mango, 

100%; class 7—healthy mango, 100%. A 

Table 5. Classification accuracy of the fruit crop leaves dataset for each class. 
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Mallika 100 96 91 97 96 99 100 99 100 96 99 

Raspuri 100 85 67 55 68 55 59 67 60 89 86 

Arka 

Arun 
100 100 83 85 37 99 100 98 100 100 100 

Malgoa 100 93 96 91 83 94 99 98 100 99 100 

Badam 100 63 99 98 83 100 100 100 100 100 100 

Kesar 100 98 100 100 67 100 100 100 100 100 100 

Sindoora 100 100 75 83 100 100 99 100 100 100 100 

Alphanso 100 100 98 86 100 98 100 100 97 100 100 

Overall 

Accuracy 

of the 

Model 

100 91.3 88.6 86.87 59.1 93.1 94.5 
95.2

5 
94.6 98.0 98.85 

 

 

 

Fig. 7.  Classification accuracy chart of the fruit crop leaves dataset for each class. 
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convolutional network was constructed to classify 22 Train Data Validation data 
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(Fig. 8) 
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different plant disease classes. The classification 

  

5. NasNet-Mobile 

  

6. Inception-V3 

  

7. Xception 

 
 

8. MobileNet-V2 

  

9. FRCNN ResNet-50 

Fig. 8. Receiver operating characteristic curve of 10 convolutional neural networks for training and validation datasets. 
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convolutional network was constructed to classify 22 

different plant disease classes. The classification 

accuracy of the network ranged from 33% to 98%, 

with an average accuracy of 86.2%. The network 

failed to classify a few classes due to the smaller 

number of training samples (Dyrmann et al., 2016). 

The Tomato Diseases and Pests dataset, which 

contains challenging images of diseases and pests, was 

used. This dataset includes several inter-and extra-

class variations, such as infection status and location 

in the plant. VGGNet and ResNet were combined to 

form deep learning meta-architectures formed to train 

the tomato images, achieving an accuracy of 80% 

(Fuentes et al., 2017; Saleem et al., 2019). Hybrid 

convolutional models have been shown to help to 

detect plant diseases, offering a new direction for plant 

disease detection (Punam & Gole, 2021), which could 

be adopted in future studies. Better data retrieval 

systems assist in retrieving suitable plant disease 

datasets, and texture techniques with machine learning 

algorithms can help select the best dataset (Dhingra & 

Bansal, 2020). The limitation of this study is that the 

networks could not classify images captured under 

field conditions, and pre-processing was required for 

images from field conditions. Additionally, the dataset 

size should be increased, and more images need to be 

used for training.  

The study provides the following contributions 

for the literature: 

• Introduces a novel FRCNN model that 

enhances the estimation of mango crop yield 

and the diagnosis of plant diseases, 

contributing to the body of knowledge on 

agricultural applications of CNNs. 

• Contributes to the literature by 

demonstrating how an FRCNN model can 

achieve higher sensitivity and PPV in plant 

disease diagnosis compared to other models. 

• The study contributes by identifying key 

limitations in current approaches, such as 

the need for larger datasets and better 

handling of field-captured images, which 

can guide future developments in the field. 

• The study suggests that hybrid convolutional 

models and improved data retrieval systems 

could significantly advance the field of plant 

disease detection. 

 

6. Conclusion 

An efficient approach to estimating the harvest of 

mango fruits was proposed in this work. The dataset 

used to train the proposed approach consisted of 

images of eight different mango varieties. Nine pre-

trained models, of which only the final layer was 

altered, were compared with the proposed FRCNN 

model. Each model’s classification performance was 

improved by fine-tuning the model. To improve 

accuracy and reduce error rates, the models were 

subjected to validation and optimization. The 

proposed model’s accuracy was determined to be 

98.85%. The results demonstrated that pre-trained 

models were unable to accurately estimate mango 

yield. As a result, a novel CNN architecture was 

proposed and applied in this study. 

Adapting the CNN model presented in this work 

improves mango fruit yield estimation performance. 

This method will assist individuals with limited 

knowledge of mango crop yield estimation, as it can 

be difficult to receive proper guidance from 

agriculturists for manual variety determination and 

categorization. At the same time, it will enable precise, 

quick, and reliable classification. By utilizing various 

deep learning techniques, we hope to expand the scope 

of this study and include more types and data in the 

future. 
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Abstract 

In Indonesia, natural fibers are extensively utilized as essential raw materials for various human needs. These natural 

fibers find significant application in handicrafts, particularly in small and medium enterprises (SME) within the hand-

icraft industry. Agel, a prominent natural fiber, is obtained from drying gebang leaves and plays a vital role in the local 

economy of the Kulon Progo region in Yogyakarta, Indonesia. Currently, the production process of raw materials to 

become fiber relies on conventional methods, primarily sun-drying, which often gives rise to numerous challenges 

such as temperature fluctuations and weather dependencies. Moreover, the physical posture adopted by workers during 

the drying process is ergonomically unfavorable, as they must bend over repeatedly to turn the agel fibers being dried 

under the sun. After recognizing these issues, it becomes imperative to develop a sustainable dryer machine equipped 

with advanced technology that enhances productivity while prioritizing employee ergonomics. This study employs 

the research and development (R&D) method, which encompasses analysis, design, development, implementation, 

and evaluation stages. The primary objective of this research is to design, fabricate, and test a dryer machine utilizing 

a sustainability automation system integrated with Internet of Things (IoT). The outcome of this research is a dryer 

machine that can effectively dry agel leaves within a significantly reduced timeframe of 2–4 hours, with a maximum 

capacity of 10 kg per cycle. This achievement surpasses the conventional method, which typically takes 5–6 days to 

produce 10 kg of dried agel fibers. 

Keywords: Agel Fiber, Crafts, Dryer Machine, Gebang Leaves; SME

1. Introduction 

Indonesia is a country that is rich in natural bio-

logical resources to be utilized (Edy, 2023), Indonesia’ 

natural resources and its ecosystem have an important 

position and role to be utilized for life and national de-

velopment (Albert et al., 2022; Nikijuluw, 2017). One 

of Indonesia's biological riches is plants that produce 

natural fiber. Natural fibers have many benefits and are 

widely used as raw materials needed by humans (Islam 
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& Mohammad, 2016; Marian et al., 2022). The need 

for natural fiber raw materials in Indonesia is quite 

high, this is proven by data on the value of imports of 

raw materials. Natural fibers are usually used as crafts, 

alternative additional materials, or as composite rein-

forcement (Kumar & Sekaran, 2014). Using natural fi-

ber plants is considered more economical, easy to ap-

ply, corrosion resistant, and easy to obtain (Ali et al., 

2021; Mochane et al., 2019; Zwawi, 2021). Along with 

the development of science and technology, the de-

mand for natural fiber raw materials is increasing 

(Nurhaliza et al., 2023). 

Agel fiber is a type of natural fiber that comes 

from the gebang leaves with the Latin name Corypha 

utan (Nugroho et al., 2018). The agel fiber is a prom-

ising natural fiber from the gebang plant with several 

advantages (Nuryanta et al., 2023). In Indonesia, this 

type of fiber is widely processed into various types of 

creative crafts, such as bags, decorations, wallets, and 

hats. In the process, agel fiber comes from raw gebang 

leaves which must go through 5 stages before it is 

ready to be woven. The initial stage is separating the 

stick from gebang leaves, then brushing to reduce the 

size, drying, dyeing, and finally being woven into raw 

material for crafts. The stages in the production of agel 

fiber raw materials are still using conventional meth-

ods.  

The handicraft industry from agel fiber is one of 

the economic sectors driving local communities in the 

Sentolo District area, Kulon Progo, Yogyakarta 

(Widodo et al., 2020). Handicrafts made from agel fi-

ber have an export target and are one of the products 

with quite high market interest. One of the agel fiber 

craft processing enterpises is located in Giling Hamlet, 

Tuksono, Sentolo, Kulon Progo, Yogyakarta. If the 

weather conditions are favorable, every month the 

enterprise is able to process gebang leaves and produce 

150 kg of agel with an average of 5 kg of agel every 

day, and with 150 kg of agel, it is able to produce 300 

to 500 handicrafts for one month. The average income 

earned for 1 month is IDR 9,000,000 or USD 591 (Ex-

change Rate USD 1 = IDR 15,227.24 on 10 August 

2023). The raw material production process is still 

conducted conventionally by relying on sunlight, 

which often causes various problems, such as weather 

conditions, ergonomics issues, and longtime processes. 

Working position and attitude during the drying 

process also has an unhealthy impact on body posture 

because when drying the workers must bend over to 

turn the agel that is being dried in the sun. The posture 

at work will indirectly change the shape and position 

of the spine or cause injury and musculoskeletal disor-

ders (MSDs) (Arnau et al., 2023; Bonfiglioli et al., 

2022; Caponecchia et al., 2020). MSDs are disorders 

of the musculoskeletal system that are experienced by 

a person ranging from mild complaints to very painful 

(Irwan et al., 2023). If the muscles receive a static load 

in the long term, it will cause complaints in the form 

of damage to joints, ligaments, muscles, and other 

skeletal systems. Musculoskeletal disorders are one of 

the most common health problems experienced by 

workers (Kim, 2022; You et al., 2020). 

Based on these problems, the researchers created 

Technology Innovation of Dryer Machine based on 

Sustainability Automation Systems to Increase Agel 

Fiber Production in Handicraft SMEs. The drying ma-

chine shortens the drying time of agel, which is 2–4 

hours. The machine can also be used to dry agel fiber 

after the coloring process. This step makes it easier to 

produce agel fiber into handicrafts. The application of 

this machine makes the work position healthier be-

cause SME workers no longer must bend over to dry 

and turn the gel that is dried in the sun, this will be a 

solution in reducing the risk of MSDs. 

The existence of an agel drying machine will 

help SME in increasing production without being con-

strained by the drying process, and their turnover is in-

creasing compared to the conventional drying process 

with solar heat. The dryer machine has a monitoring 

system for temperature, humidity and drying time that 

has been integrated with an application on a 

smartphone so that the drying process of agel fiber can 

be monitored regularly. The application of the drying 

machine is expected to optimize the craft industry sec-

tor which can make SME businesses develop into sus-

tainable businesses. 

 

2. Literature Review 

2.1. Relevant Previous Research 

In this research, the fuel source uses liquefied pe-

troleum gas (LPG). This was chosen based on condi-

tions where LPG is easy to obtain and affordable to use 

in Indonesia. This system uses LPG as a heat source 

that is more controllable and uniform compared to dry-

ing using charcoal or solar power. Test results showed 

that this system has an energy efficiency of up to 90% 

and an exergy efficiency of up to 10%. This shows that 

this system effectively utilizes LPG gas input energy 

for the drying process (Benjamin et al., 2022). Apart 

from that, the drying system using LPG is more 
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efficient than conventional drying systems (Saparudin 

et al., 2021). 

The second research obtained a recirculated 

batch-type corn drying machine with a capacity of 2 

tons of corn per 8 hours. This machine uses a direct 

heating system with LPG fuel. Machine trials showed 

good performance with a drying rate of 1.55%/hour, 

heating efficiency of 92.03%, and drying efficiency of 

88.96%. Overall, the test results showed that the de-

sign of the drying machine using LPG gas is quite op-

timal for drying corn on a production scale (Karyadi, 

2019). 

The research conducted is supported by several 

previous studies, where several studies that have been 

conducted state that electricity-based drying systems 

can increase the production of a business. In research 

conducted by Lasano (2018) stated that the use of mi-

crowaves for drying is an alternative drying method. 

This drying method is classified as efficient in terms 

of energy and time usage and is affordable. In another 

study, Karadag (2016) stated that materials heated with 

a microwave gave better results with a shorter process. 

Furthermore, according to research by Mihai (2016), 

the use of a drying machine can provide time effective-

ness in increasing the productivity of the drying pro-

cess to produce water hyacinth crafts.  

Based on other research conducted by Radzuan 

(2020), on a kenaf leaf drying machine, data obtained 

for the drying process of kenaf leaves requires a tem-

perature of 90–120°C. Given that the characteristics of 

gebang leaves and kenaf leaves are almost the same, 

but agel has a lower moisture content, we use this re-

search as a reference for the temperature used in the 

drying machine oven, which is around 75–85°C. 

 

2.2. Research Thinking Framework 

In this framework of research thinking, the 

stages are explained starting from the analysis of the 

problems experienced by many Small Medium Enter-

prises (MSMEs) in the agel craft industry, namely the 

process of drying raw materials. This research was 

conducted from the development of its first version un-

der the name Agel Dryer Machine. In the application 

of the first device, several shortcomings were still 

found related to machine use problems experienced by 

an SME and this became the background for further 

research. It is hoped that with the development of this 

second version of research, the resulting device will be 

appropriate and more perfect than the first version so 

that it can meet the needs of an SME in the agel craft 

industry. The next stage is to develop alternative ideas 

for solving the problem in the form of an innovation, 

an appropriate technological machine for the agel dry-

ing process so that it can produce benefits for an SME. 

The stages of solving this problem include designing a 

new device by combining the concept of appropriate 

technology, a monitoring system and safety for the gas 

regulator section. Internet of Things (IoT) is developed 

and used in the system to make it easier for users to 

control and monitor devices via a smartphone (Se-

tiawan et al., 2024). The framework of thinking used 

in the research is shown in Fig. 1. 

 
 

Fig. 1. Research thinking framework 

3. Research Methodology 

This study used the Research and Development 

(R&D) method, which is a research method to produce 

certain products and test the effectiveness of the prod-

ucts (Ma’ruf et al., 2024; Setiawan et al., 2021). This 

method is combined with the ADDIE model. 

The machine development procedure applies to 

the ADDIE model which consists of five process 

stages including analysis, design, development, imple-

mentation, and evaluation (Salas-Rueda et al., 2020). 

The evaluation stage is used to determine the feasibil-

ity of the machine and the final stage of refinement 

(Chen & Setiawan, 2023). The initial stage is an anal-

ysis of the potential problems that are still being expe-

rienced from the application of the initial product. This 

ADDIE model research has several steps so that it be-

comes a machine that is ready for use. The flow of the 
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stages of the research process is conducted as shown 

in Fig. 2. 

 

 

 
 

Fig. 2. Research and development (R&D) stages 

based on ADDIE model 

 

4. Results and Discussion 

4.1. Drying Method Comparison 

Currently, many SMEs continue to rely on con-

ventional methods using sunlight for drying agel fiber. 

Unfortunately, this approach often leads to sub-opti-

mal drying times, lengthy processes, and significant 

susceptibility to weather-related factors. As a result, 

our partners encounter a range of obstacles in the pro-

duction of agel fiber craft materials. 

In Fig. 3, there are drying steps using conven-

tional methods. The main problem is during the drying 

process, this process takes 4 to 5 days. Additionally, 

additional time is required if weather conditions are 

not in clear condition.  

To address this challenge, it is clear that the de-

velopment of appropriate technological innovations is 

necessary. Fig. 4 shows a drying machine that has been 

developed.  

Fig. 5 shows the framework of the drying step 

using a machine. The steps involved are fewer than 

those in the conventional method. 

 

 

 
 

Fig. 3. Drying stage with conventional method 

 

 

Fig. 4. Implementation of a drying machine 

4.2. Product Specifications 

Table 1 describes the specifications for the dryer 

machine, which has dimensions of 150 cm × 80 cm × 

100 cm with a maximum production capacity of 10 kg. 

The materials used include the type of material for the 

frame, namely mild steel elbow 3 × 3 cm and mild steel 

plate with a thickness of 1.2 mm as material for fiber 

drying tube and machine cover. The power source for 

the machine’s motor uses 900 VA home electricity. The 

source of the drying heat used is from an LPG stove 

with a temperature of 75–85°C. Based on testing on 

the drying machine that the researchers conducted 
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with the 10 kg gebang leaves using the temperature of 

75–85°C for 4 hours, the gebang leaves were dried and 

not burnt as much as 7.5 kg. 

 

 
 

Fig. 5. Drying stage with machine 

 

 

Table 1. Dryer machine specifications 

 

No Specification type Information 

1 Machine size 150 cm × 80 cm × 100 cm 

2 Machine capacity 10 kg 

3 Machine frame ma-
terial  

Mild steel elbow 3 × 3 cm 

4 Drying tube material Mild steel plate 1.2 mm 

5 Drive mechanic Electric motor ½ Hp 

6 Heat source LPG Stove 

7 Monitoring system IoT and application 

8 Motor RPM 23.3 RPM 

9 Power source for mo-
tor 

Grid electricity 900 VA 

 

4.3. IoT System and Monitoring on Drying Ma-

chine 

4.3.1. IoT Implementation on Drying Machine 

Apart from using an analog thermometer as a 

conventional temperature meter. The drying machine 

also uses a temperature sensor supported by the IoT to 

be able to monitor temperature with a smartphone. The 

dryer monitoring system uses a temperature sensor 

placed inside the processing tube to detect the temper-

ature of the air.  

The circuit needs a power supply of 12 V DC 

electricity, stabilized with a step-down of 9 V, for the 

system to function. This ensures that the microcontrol-

ler receives the required power supply of 9 V. Once the 

power supply is on, the microcontroller and tempera-

ture sensor are activated. The circuit then looks for 

connectivity with the nearest Wi-Fi module that has 

been previously programmed. The connection be-

tween the circuit system and IoT is established through 

oven monitoring applications. Fig. 6 displays the IoT 

electronic circuit in the drying machine. 

 

 

 
 

Fig. 6. IoT system electronic circuit  

 

 The temperature sensor will measure tempera-

ture values and convert them into digital signals. The 

digital signal from the temperature sensor will be read 

by the microcontroller. The microcontroller will trans-

mit temperature and humidity data from the tempera-

ture sensor via the WiFi network to the cloud server. 

Temperature data that has been sent to the cloud will 

be stored in the server database in the application sys-

tem.  

Monitoring system administrators can view the 

current conditions of oven temperature and humidity 

via a web dashboard or smartphone application con-

nected to the server. If the temperature or humidity of 

the oven exceeds the specified normal limits, the sys-

tem can provide a warning in the form of a notification 

on the monitoring dashboard. Oven operators can im-

mediately recognize abnormal conditions and take 

necessary action. By implementing this cloud-based 

IoT system, temperature and humidity in the oven can 

be remotely monitored without the need to physically 
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visit the oven location. The monitoring process be-

comes more efficient and effective. 

 
 

Fig. 7. Drying machine IoT working scheme  

 

Fig. 7 explains the diagram of how the IoT sys-

tem works and the use of the agel fiber drying machine, 

the initial stage of the machine's work starts from the 

process. The system is activated with a 12 V power 

source, the voltage is reduced to 9 V using a step-down 

converter to supply the microcontroller ESP 32, the 

temperature sensor DHT 22 is connected to the micro-

controller to monitor the drying room temperature. 

The microcontroller reads temperature data from the 

temperature sensor periodically. If the temperature is 

detected to exceed the specified limit, the red LED will 

light up as a warning indicator. Temperature reading 

data from the sensor is displayed on an application 

connected to the microcontroller, enabling remote 

monitoring. This automation system allows precise 

temperature setting and control on the drying machine, 

increasing the efficiency of agel fiber production in an 

environmentally friendly way. 

 

 

4.3.2. Monitoring Applications 

The application created from the kodular.io web 

is then extracted into Apk format so that it will become 

an application that can later be installed on the user's 

smartphone. The application display form can be seen 

in Fig. 8. This application has been programmed and 

connected to the sensor and microcontroller. Before 

entering the application monitoring system, users are 

asked to enter the username and password that they 

previously created, to ensure that application security 

and integration are more focused on connection. 

At this stage, the application is only in the first 

stage of development, so a deficiency was found 

where the application had a delay of 2–3 seconds for 

sensor reading and data transmission. This factor was 

also caused by the type of microcontroller used. Re-

search for monitoring systems has not yet reached the 

perfect phase so it needs to be further improved re-

garding the electronic components used. In this appli-

cation there is a menu to periodically recap production 

results. 

 

 
 

Fig. 8. Display of application monitoring dryer ma-

chine 

 

4.4. Dryer Machine Operation 

The dryer machine works from the initial stage 

of inserting the wet gebang into the processing tub and 

then closing the machine until the final stage of the 

drying process is complete. Fig. 9 shows a drying ma-

chine turning wet gebang leaves into dried agel fiber. 

The steps to use the Agel Dryer Machine are as 

follows: 

1) The dryer machine works from the initial stage of 

inserting the wet gebang into the processing tank. 
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2) Then, close the machine processing tub, at this 

stage make sure the processing tub lock is com-

pletely closed. 

3) The next stage is activating the machine and set-

ting the time relay. At this stage, the monitoring 

process will also function, then the application is 

opened. 

4) After the engine starts to rotate, turn on the engine 

heating stove. 

5) Wait for the drying process for 2–2.5 hours. 

6) The machine will turn off automatically according 

to the timer that has been previously set. 

7) After the process is complete and the fiber has 

dried as shown in Fig. 11, take out the fiber and 

remove it from the processing tube. 

Fig. 10 shows the first stage when the dryer ma-

chine tank is opened by the user. 

 

 
 

Fig. 9. Overall view of the dryer machine  

 

 

 
 

Fig. 10. Opening of the dryer machine tank 

 

 

 

Fig. 11. Dryer machine tank with the dried fiber 

 

4.5. Implementation Result 

The experiments using this machine were with 

capacities of 5 kg, 7.5 kg, and 10 kg. In this experiment, 

wet gebang leaves were able to dry for 2 hours, 3 hours, 

and 4 hours by maintaining the machine temperature 

between 75°C and 85°C. Fig. 12 presents the state of 

gebang leaves before and after the drying process to 

produce agel fiber, and the usage of the fiber to make 

handicrafts. 

 

 
A  

 
B  
 

 

C  
 

 

D  

Fig. 12. Production of agel fiber from gebang leaves 

and handicraft making using the fiber. (A) Wet gebang 

leaves; (B) Dried gebang leaves; (C) Agel fiber from 

dried gebang leaves; (D) Agel fiber being made into 

handicrafts. 

 

Fig. 12A–D show the images of processing wet 

gebang leaves into agel fiber and the making of hand-

icrafts using the fiber. Fig. 12A shows the fresh and 

wet gebang leaves, which have a bright green color 

with a soft texture. It can also be seen that the leaves 

are still intact and have not dried out. 
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Fig. 12B shows gebang leaves that have been 

dried by the machine. The color of the leaves changes 

to brown after going through the drying process. The 

texture becomes stiffer and brittle compared to wet 

gebang leaves. 

Fig. 12C demonstrates agel fiber from dried 

gebang leaves. In this image, there are results of agel 

fiber assembled from dried gebang leaves. This agel 

fiber has the appearance of a fine thread or rope and is 

brownish. This fiber is produced through a special pro-

cessing process from dried gebang leaves. 

Fig. 12D shows the usage of agel fiber for mak-

ing handicrafts. The agel fiber is woven or knitted into 

various handicraft products, such as bags, hats, or 

other webbing. There are distinctive motifs and tex-

tures of agel fiber combined with the creativity of 

craftsmen. 

Data related to machine testing, including time 

and dryer machine temperature, are presented in Table 

2. 

  

Table 2. Dryer machine testing result 

 

Testing 
Time 

(minutes) 

Dryer machine tem-

perature 

1st Test 

(Capacity 5 

kg wet 

gebang 

leaves) 

0 23 

30 46 

60 63 

90 84 

120 83 

2nd Test 

(Capacity 7.5 

kg wet 

gebang 

leaves) 

0 23 

30 46 

60 63 

90 83 

120 82 

150 81 

180 84 

3rd Test 

(Capacity of 

10 kg wet 

gebang 

leaves) 

0 25 

30 49 

60 65 

90 84 

120 83 

150 84 

180 84 

210 84 

240 85 

 

The final data of the research testing results 

reaches the research conclusions. It is known that the 

maximum weight of the wet gel used in the test is 10 

kg. The drying temperature in the sun is between 25°C 

and 35°C or uncertain for 8 hours per day. Meanwhile, 

10 kg of agel that is dried using a dryer machine is set 

at a temperature of 75–85°C and can dry in 4 hours. 

The water content of dried gebang leaves has an 

average water content of 65%. Dried gebang leaves 

that have been processed by machine or called agel fi-

ber have a dryness of 13–15%, with the water content 

in the fiber measured using the Amtast MC-7806 

measuring instrument. The results related to the com-

parison can be seen in Table 3. 

 

Table 3. Dryer machine specifications 

 
No Type of dry-

ing  

Tempera-

ture 

Amount Drying 

time 

1 Conventional 

method 

25–35°C 10 kg 

(one dry-

ing) 

40 hours (8 

hours/day if 

sunny) 

2 Dryer ma-

chine 

75–85°C 10 kg 4 hours 

 

4.6. Result of Dried Agel Production  

Calculations were conducted regarding the agel 

production after implementing the drying machine for 

1 month of production to determine the increase in 

SME productivity before and after using this machine. 

This machine is capable of drying wet gebang leaves 

in one process with a maximum capacity of 10 kg, then 

craftsmen can get an average of 7.5 kg of dried agel 

fiber. Accumulatively, the conventional method is only 

able to produce 45 kg of dried agel fiber by one worker 

with 8 hours per day for one month (30 days) and un-

der favorable weather conditions, whereas when using 

a dryer machine, it can produce 225 kg of dried agel 

fiber with continuous 24-hour operation, irrespective 

of weather condition.  

 

5. Conclusion 

The study has successfully manufactured and 

implemented a drying machine that uses IoT system 

monitoring to address partner problems related to 

monitoring the agel fiber drying process. This system 

is equipped to monitor the drying process at features 

such as temperature, humidity, remaining time, and 

drying mark completion, and can function optimally 

according to the work method that has been designed. 

The dryer machine has dimensions of 150 cm × 80 cm 

× 100 cm and a production capacity of 10 kg. It fea-

tures a 3 × 3 cm angle iron frame and a laser plate as 

part of its engine cover with a thickness of 1.2 mm. 

The machine uses 900 VA house electricity as its en-

ergy source for motor and an LPG gas stove with a 

temperature of 75–85°C as its drying heat source. With 

this machine, 10 kg of wet gebang leaves can be dried 

in 4 hours, producing 7.5 kg of dry agel, resulting in a 
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production of 225 kg per month. This machine creates 

a significant improvement compared to the conven-

tional method that previously took 5–6 days to produce 

10 kg of dried agel and was only able to produce 50 kg 

each month. By using this machine, the drying process 

becomes easier and the risk of MSDs due to inappro-

priate body posture while working can be reduced.  
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Abstract 

 

Deep learning methods with convolutional neural network (CNN) models have increasingly been applied to facial 

expression recognition. However, due to the recent pandemic, many individuals wear masks for work or health reasons, 

obstructing the complete visibility of their faces. This can impact social interactions, particularly in areas involving 

facial expression cues like the mouth. This study explores the application of CNNs in identifying facial expressions 

obscured by masks, focusing on the VGG16 and MobileNet architectures. Additionally, the research investigates the 

effects of data augmentation, including geometric and brightness augmentation, on the accuracy of facial expression 

classification. The findings indicate that the VGG16 architecture with cross-validation (VGG16-FLCV) outperforms 

MobileNet-FLCV in recognizing and classifying masked facial expressions. Data augmentation, particularly 

brightness augmentation, significantly enhances CNN model performance. For the VGG16-FLCV architecture, the 

brightness range (1.00, 1.25) yields the best accuracy, with a training accuracy of 81.73% and a validation accuracy 

of 70.71%. The most optimal brightness ranges for VGG16-FLCV are in the dark category (0.25, 0.50), (0.50, 0.75), 

and (0.75, 1.00), as well as the bright category (1.00, 1.25). Meanwhile, MobileNet-FLCV with brightness ranges 

(0.25, 0.50), (0.50, 0.75), (0.75, 1.00), (1.00, 1.25), and (1.25, 1.50) can be used as alternative brightness ranges 

without significant accuracy degradation. These findings provide valuable insights for improving the accuracy of 

masked facial expression recognition by applying appropriate data augmentation techniques. 

Keywords: Brightness Augmentation, CNN, Cross-validation, Masked Facial Expressions

1. Introduction 

Deep learning is a subset of machine learning. 

Therefore, it can be said that deep learning consists of 

a neural network with many layers and parameters. 

Most deep learning methods use a neural network (NN) 

architecture called deep NNs (Shinde & Shah, 2018). 

The application of deep learning methods has 

gained prominence, particularly in facial expression 

recognition (FER). Most FER systems attempt to 

recognize expressions from a person’s entire face. 

However, due to the pandemic in recent years, some 

people still wear masks to work or due to illness that 

requires them to wear a mask, which prevents their 

face from being fully visible (Castellano et al., 2021). 

The use of face masks has a negative effect. 

Psychologists report that it can confuse the reading of 

expressions, especially in the mouth region, which is 

very informative to help distinguish between 

expressions of sadness, disgust, fear, and surprise, 

thereby affecting social interactions (Yang et al., 2021).  

There is research on classifying facial 

expressions with masks based on deep learning 

approaches. Grundmann et al. (2021) employed a 

strategy analytic approach using a multilevel 

regression model (logistic) to examine the effect of 

mask use on social judgment, investigate what facial 

cues are lacking when using masks to reduce 

expression recognition and explore how expression 

valence and associations related to the use of masks 

influence social judgment. Yang et al. (2021) proposed 

a facial expression type classification system for 

masked individuals based on a deep learning approach 

that applies convolutional neural network (CNN) 

models with MobileNetV2 and VGG19 architecture 

types. This research uses the M LFW-FER and M-

KDDI-FER datasets, which have three types of facial 

expressions: positive, neutral, and negative. Hence, 

the masked facial expression classification process 

only considers facial expression classification with 

three expression categories. In addition, Castellano et 

al. (2021) used the CNN method with VGG16 and 

MobileNetV2 architecture types to recognize 
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emotions or expressions from the entire face and eye 

region of interest using the FER2013_cropped dataset 

with seven types of expressions, namely angry, disgust, 

fear, happy, neutral, sad, and surprise. The study 

investigated how well the FER system can recognize 

expressions, even when individuals wear face masks 

and expressions are often confused with others when 

the face is covered. 

In addition, data augmentation techniques in deep 

learning models are often used in the image 

classification process that can handle data scarcity. 

Data augmentation can increase the accuracy value of 

the trained CNN model because it provides additional 

data, enhancing variations in the dataset used (Waheed 

et al., 2020). The type of data augmentation commonly 

used in research is geometry transformation (Kandel 

et al., 2022). Pei et al. (2019) applied data 

augmentation techniques in face recognition using 

CNN to address the issue of insufficient data samples. 

The types of data augmentation used in their research 

are geometric transformation, brightness 

augmentation, image translation, image rotation, 

image zoom, and filter operation. The results showed 

that applying the CNN method with data augmentation 

can achieve an accuracy of 86.3% higher than the 

principal component analysis or the local binary 

pattern histogram method. In addition, according to 

Kandel et al. (2022), applying data augmentation 

techniques for classification on histopathology, 

especially on the Invasive Ductal Carcinoma Dataset. 

They used two types of data augmentation, geometric 

and brightness augmentation, applying eight 

brightness scales using four CNN models, namely 

Resnet50, DenseNet121, InceptionV3, and Xception. 

The results showed that the application of geometric 

augmentation provides better accuracy than the 

application of brightness augmentation. In addition, 

the CNN model provides better results without the 

application of data augmentation techniques. Hence, it 

can be hypothesized that in the research conducted by 

Kandel et al. (2022), the application of brightness 

augmentation significantly reduced model 

performance when extreme values were used. 

Based on the entire description of the work, gaps 

still pave the way for future research, primarily related 

to the type of expression used in Yang et al.’s research, 

which only has three categories: positive, negative, 

and neutral. The system was designed using CNN 

architecture, as shown by the research of Castellano et 

al., which uses VGG16 and MobileNetV2 architecture, 

while Yang et al. used VGG19 and MobileNetV2. The 

choice of architecture in these studies becomes a 

reference for applying transfer learning to the VGG16 

and MobileNet architectures in classifying masked 

facial expressions. In addition, Pei et al. applied data 

augmentation, especially brightness augmentation, 

solely to face recognition datasets. Kandel et al. only 

applied eight brightness scales to histopathology 

datasets, particularly on the Invasive Ductal 

Carcinoma dataset. 

Hence, this research is expected to provide a 

better understanding of masked facial expression 

recognition using deep learning techniques with the 

application of CNN architectures, namely VGG16 and 

MobileNet. In addition, data augmentation methods, 

such as geometric augmentation and brightness 

augmentation, will also be explored to evaluate their 

effect on the classification accuracy of masked facial 

expressions.  
 

2. Related Work 

Facial expression recognition systems mostly try 

to recognize expressions from a person’s entire face. 

However, the pandemic has caused individuals to wear 

masks all the time, thereby causing their faces not to 

be fully visible. Currently, there is various research in 

classifying the types of facial expressions in masks. 

Table 1 shows the results of the related work and each 

proposed model’s approach. 
 

3. Methodology 

This research methodology encompasses several 

key stages conducted systematically to achieve the 

research objectives. These stages include data 

collection, exploratory data analysis (EDA), data 

preparation, building the CNN model, model training, 

and model evaluation. The flow of these stages is 

illustrated in the flowchart shown in Fig. 1. 
 

3.1. Data Collection 

The research data from the Kaggle website and 

sample data for prediction tests were taken directly 

using a smartphone. The datasets used in this study 

include the MaskedDatasetFER, while 17 data 

samples were used for the prediction tests. 

The explanation of the origin of the 

MaskedDatasetFER dataset is listed in the description 

on Kaggle (https://bit.ly/3UP0oRz), published in 

2021. The MaskedDatasetFER dataset originated from 

the FER2013 dataset prepared by Pierre-Luc Carrier 

and Aaron Courville as part of an ongoing research 

project. A categorized dataset of masked individuals’ 

facial expressions was created by artificially placing a 

face mask on the FER2013 dataset, forming a new 

dataset, MaskedDatasetFER. 

MaskedDatasetFER consists of a dataset in the 

form of image files with image dimensions of 48 × 48 

pixels with a red, green, and blue (RGB) image type. 

The total data from the dataset is 20,484 image data, 

consisting of 15,531 training data and 4,953 validation 

data. Both data have seven types of expressions or 

class labels: angry, disgusted, fearful, happy, sad, 
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surprised, and neutral. The sample data from 

MaskedDatasetFER is provided in Fig. 2. 

Meanwhile, the data samples used for the 

prediction tests have 17 image data samples with 

dimensions of 300 × 300 and are RGB image types. 

The sample data for the prediction test is shown in Fig. 

3. 

 

3.2. Exploratory Data Analysis 

Exploratory data analysis (EDA) is a process for 

exploring the dataset to be used. In this research, EDA 

includes two main aspects: data understanding and 

data visualization. 

 

Table 1. Related work 

Author Model Description Advantages Limitations 

Yang et 

al. 

(2021) 

CNN model by applying 

VGG19 and 

MobileNetV2 

architecture types. 

Focus on facial expression 

recognition (FER) of three 

types of expressions on the 

people in masks. 

The model effectively enhances 

facial expression recognition 

accuracy by focusing on 

uncovered areas and surpasses 

other mask-aware recognition 

methods. 

This model only classified 

three emotional categories: 

positive, neutral, and 

negative, so its 

generalization is still 

limited. 

Castella

no et al. 

(2021) 

Implement CNN model 

with VGG16 and 

MobileNetV2 

architecture types and 

apply ADAM optimizer 

type. 

Focus on introducing 

automatic expression of the 

expression face when 

wearing a mask. 

This research has succeeded in 

developing an effective system for 

recognizing facial expressions 

only from the eye area. 

This system has limitations 

in managing negative 

emotions, which often 

confuse expressions of 

sadness with anger or fear. 

Pei et 

al. 

(2019) 

The CNN model is used 

by applying VGG16 

architecture types and the 

cross-validation method. 

Focus on recognition face, 

recognition through 

learning deep learning 

using data augmentation 

based on experiment 

orthogonal. 

The data augmentation method 

successfully increased the 

accuracy of facial recognition to 

98.1% for class attendance. 

The data collection process 

and the required orthogonal 

experiments can be 

challenging to implement. 

Kandel 

et al. 

(2022) 

Using CNN mode by 

applying Resnet50, 

DenseNet121, 

InceptionV3, and 

Xception. 

Focus on brightness as an 

augmentative technique for 

image classification on an 

AGY dataset of invasive 

ductal carcinoma dataset. 

Applying geometric augmentation 

techniques is more effective than 

brightness in improving CNN 

performance. 

Brightness augmentation, 

especially at extreme 

values, can degrade model 

performance and not 

improve classification 

results. 

Grundm

ann et 

al. 

(2021) 

The multilevel regression 

(logistic) method was 

used with the nlminb 

optimizer, and the Glmer 

method was applied. 

Focusing on face masks 

reduces expression 

recognition accuracy and 

perceived proximity. 

This research reveals a significant 

impact of face mask use on the 

accuracy of emotion recognition 

and social judgment and provides 

essential insights for mask-related 

policy making. 

Face masks have been 

shown to reduce the ability 

to classify emotional 

expressions accurately and 

may decrease feelings of 

closeness, particularly in 

older adults. 

Cotter 

et al. 

(2020) 

Implement CNN models 

with MobileNet, 

MobileEx, and ResNet 

architecture types. 

Focus on introducing facial 

expression recognition on 

smartphones. 

The proposed MobiExpressNet 

model has more than 5 times 

smaller size and FLOPs than the 

smallest MobileNet model, with 

67.96% accuracy on the FER2013 

dataset, making it very attractive 

for real-time smartphone 

applications. 

The performance and 

accuracy of the 

ExpressNeT Mobile model 

have not been tested in 

real-world conditions on 

smartphone devices, which 

needs to be considered in 

further development. 

Genc et 

al. 

(2020) 

Using the Wizard of Oz Focus on face mask design 

to reduce occlusion of 

facial expressions. 

Electrochromic technology in 

smart masks enhances 

communication by displaying 

facial expressions. 

The study was limited to a 

small sample and did not 

test the automated 

mechanism for real-world 

use. 

Mergha

ni et al. 

(2020) 

Implement the FME 

algorithm and apply 

SMO, CASMEII, and 

SAMM methods. 

Focus on creating a new 

adaptive mask for region-

based facial micro-

expression recognition by 

defining 14 new rois based 

on the most frequently used 

action units (au). 

Region-based and adaptive mask 

methods for recognizing facial 

micro-expressions show promising 

accuracy, with competitive results 

compared to deep learning 

approaches on the SAMM dataset. 

The accuracy of this 

method is still relatively 

low compared to other 

methods, and this research 

only evaluated two datasets 

without considering the 

potential combination with 

deep learning approaches in 

the future. 
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3.2.1. Data Understanding 

The data understanding process in this research 

involves several crucial steps. Firstly, understanding 

the number of datasets in MaskedDatasetFER. Next, 

identify the types of classes present in the dataset. The 

following step involves evaluating the amount of data 

within each class in the dataset and understanding the 

data shape to ensure that the input dimensions are 

appropriate when building the CNN model. Since this 

research uses image data, verifying the RGB pixel 

values is necessary to ensure that the data used is 

indeed RGB image data. 

 

3.2.2. Data Visualization 

The data visualization process in this study 

involves two steps, including displaying the 

distribution of the MaskedDatasetFER dataset for both 

training and validation data and displaying images 

found in each class within the dataset. 

3.3. Data Preparation 

The data preparation stage is a crucial process 

involving the preprocessing of the dataset before the 

model training phase. In this research, the dataset was 

divided into two parts: training data and validation 

data. The data was split using various ratios, including 

50:50, 60:40, 70:30, 80:20, and 90:10, to evaluate the 

model’s performance based on different training and 

validation data proportions. Additionally, data 

augmentation techniques were applied, including 

brightness adjustment, rescaling, zooming, rotation, 

and other transformations to enhance the variety and 

quality of the training data. The brightness 

Table 1. Cont’d 

Author Model Description Advantages Limitations 

Yang et 

al. 

(2022) 

Cross-attention-based 

and vision transformer 

models with CNN 

architecture types were 

used, including VGG19, 

MobileNet1, ResNet, 

and ViT, and the 

application of RAN, 

ACNN, and OADN 

methods. 

Focus on Facial Expression 

Recognition based on Face 

Parsing and Vision 

Transformer. 

The proposed method combines 

Transformer face parsing and 

vision models with a cross-

attention mechanism to improve 

facial expression recognition 

accuracy with masks, surpassing 

the existing FER method. 

This research has not 

tested the method in real-

world contexts or broader 

scenarios beyond the 

dataset used. 

Agrawa

l et al. 

(2020) 

Using the CNN model 

and the FER2013 

dataset. 

Focus on studying the 

effect of kernel size and 

number of filters on facial 

expression recognition 

accuracy. 

Presenting two new simple and 

effective CNN architectures, 

achieving 65% accuracy on the 

FER-2013 dataset. 

This research is limited to 

the FER-2013 dataset, 

which may not be 

generalizable to other 

datasets or real-world 

applications. 

Ding et 

al. 

(2020) 

The CNN model was 

used with Resnet50, 

VGG16, and AffecNet 

architecture, and the 

OADN approach was 

applied. 

Focus on occlusion-

adaptive deep network for 

robust facial expression 

recognition. 

This method improves the 

accuracy of expression 

recognition by handling occluded 

facial features and dividing the 

feature map into independent 

facial blocks for better robustness 

to occlusion. 

This research requires high 

computational resources 

for model training and 

application. It may be less 

than optimal for very 

subtle or external 

expression variations not 

covered by the dataset. 

Cheng 

et al. 

(2019) 

Using model FSNet. Focus on enhanced face 

segment or deep feature 

learning for face 

recognition. 

FSENet enhances identity 

discrimination by exploiting local 

facial features through semantic 

segmentation and parsing maps 

while integrating global and local 

information. 

The method may struggle 

with significant intra-

personal variations or 

extreme facial condition 

changes not fully covered 

by the parsing maps. 

Li et al. 

(2020) 

Implementing the CNN 

model with VGG16 

architecture and 

applying attention 

mechanisms and LBP 

approaches. 

Focus on CNN-based 

attention mechanisms for 

facial expression 

recognition. 

The proposed network integrates 

LBP features and an attention 

mechanism to enhance 

performance in facial expression 

recognition, demonstrating 

superior results on multiple 

datasets, including a newly 

collected one. 

The method is currently 

limited to 2D images and 

does not address video 

data, 3D face datasets, or 

depth images, which could 

restrict its applicability. 

Farkhod 

et al. 

(2022) 

Using CNN model with 

Haar–Cascade classifier. 

Focus on developing real-

time landmark-based 

emotion recognition CNN 

for masked faces. 

The proposed method achieves a 

high accuracy of 91.2% in image-

based emotion recognition for 

masked faces by utilizing 

landmark-based features and a 

CNN model, showing effective 

performance compared to existing 

models. 

Real-time emotion 

detection accuracy is lower 

due to biases and noise, 

such as image blurriness 

and poor lighting, and the 

method requires further 

development to improve 

performance under such 

conditions. 
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augmentation specifically employed eight parameters, 

 
Fig. 1. Research flowchart. 

 

 
Fig. 2. Sample MaskedDatasetFER. 

 

 
Fig. 3. Sample prediction test. 
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Sample 13 Sample 14 Sample 15 Sample 16 Sample17 
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augmentation specifically employed eight parameters, 

as used in the research by Kandel et al. (2022), with 

brightness ranges of 0.00–0.25, 0.25–0.50, 0.50–0.75, 

0.75–1.00, 1.00–1.25, 1.25–1.50, 1.50–1.75, and 

1.75–2.00. The results of these data augmentation 

techniques are illustrated in Fig. 4. 

 

3.4. Building the CNN Model 

Developing the CNN model in this research 

involves applying transfer learning to pre-trained 

architectures, namely VGG16 and MobileNet. The 

CNN architectures used in this study are VGG16-FL 

and MobileNet-FL, which apply the freezing layer 

technique to specific layers and modify the top layers. 

The detailed architectures of VGG16-FL and 

MobileNet-FL are illustrated in Fig. 5 and Fig. 6. 

 

3.5. Model Training 

At this stage, the CNN model that has been 

constructed is trained to achieve optimal performance. 

The training process involves the application of 

 

Fig. 4. Data augmentation. 

 

 
Fig. 5. VGG16-FL architecture. 
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various hyperparameters, including the ADAM 

optimizer. In this process, fine-tuning is performed by 

setting the learning rate at three levels: 0.001, 0.0001, 

and 0.00001. The number of epochs is also set to 100 

to ensure the model can learn effectively from the 

available data.  
The model training process applies the cross-

validation method with k-fold values ranging from 2 

to 10. This approach evaluates and improves the 

model’s ability to generalize to the new data and 

address the imbalanced data issue. By 

comprehensively assessing the model’s performance 

across various subsets of data, the model is expected 

to deliver consistent and accurate results, mainly when 

tested with uneven class distribution data. 

 

 

 
 

Fig. 6. MobileNet-FL architecture. 

 

 

3.6. Model Evaluation 

The system evaluation stage, which involves 

assessing the accuracy achieved in the research, 

calculates precision and recall values using the 

confusion matrix and F1-score methods. The 

calculations for accuracy, precision, recall, and F1-

score based on the confusion matrix are presented in 

equations (1), (2), (3), and (4), according to Castellano 

et al. (2021). 

 

     𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)
     (1) 

      𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
(𝑇𝑃)

(𝑇𝑃+𝐹𝑃)
      (2) 

     𝑅𝑒𝑐𝑎𝑙𝑙 =
(𝑇𝑃)

(𝑇𝑃+𝐹𝑁)
        (3) 

     𝐹1 𝑆𝑐𝑜𝑟𝑒 =
(2×𝑅𝑒𝑐𝑎𝑙𝑙×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 )

(𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
       (4) 

T represents true, P represents positive, N 

represents negative, and F represents false. 

Additionally, the evaluation process includes 

conducting predictive tests with actual data samples. 

This step is crucial to assess whether the developed 

model can accurately predict masked facial 

expressions using actual data, thereby validating the 

model’s effectiveness in practical applications. 

 

4. Results and Discussion 

4.1. Analysis Model CNN 

The VGG16-FL and MobileNet-FL architectures 

have the base pre-trained VGG16 and MobileNet 

models modified in the top layer, adding a flattened, 

dense, and dropout layer. Applying the dropout layer 

in both architectures is intended to reduce overfitting 

conditions, with dropouts of 0.2 and 0.5 applied. 

Overfitting and underfitting conditions are two of 

the problems that cause inaccurate and suboptimal 

prediction results. Overfitting conditions can occur 

when a (NN that is overly dependent on the training 

set learns incorrect mappings that work well in the 

training set but perform poorly in the validation or 

testing set (Zhang et al., 2019). In addition, models 

trained with an unbalanced data set may become 

overfitted to training samples from underrepresented, 

resulting in poor generalization during test time (Li et 

al., 2021). There are several alternatives to handling 

models that experience overfitting conditions used in 

this study, including adding the application of data 

augmentation, which has been empirically proven to 

reduce overfitting with very high dimensional data by 

increasing the amount and variety of training data 

(Rice et al., 2020). Another way is the application of 

dropout by randomly discarding information targeting 

each hidden node of the NN during the training phase 

(Choe et al., 2019). A possible factor causing 

underfitting is that the NN architecture is too simple 

and has too few hidden layers or trainable parameters, 

making it not powerful enough to capture complex 

data characteristics (Zhang et al., 2019).  

Based on previous experiments, the application 

of various data division ratios aims to obtain the best 

accuracy values. The results show that the two 

architectures used produce quite minimal accuracy 
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values and experience overfitting conditions. Data 

augmentation and dropout are applied to overcome the 

overfitting conditions, but in experiments without 

cross-validation, it is not effective enough to address 

overfitting. Therefore, the cross-validation method is 

applied to reduce overfitting in this research. In 

addition, overfitting can occur due to several factors, 

such as the dataset used having an imbalance of data 

between class labels for both training data and 

validation data. Cross-validation is one of the most 

widely used data resampling methods to estimate the 

true prediction error of a model and one of the methods 

used to prevent overfitting conditions (Berrar et al., 

2018).  

The application of the cross-validation method on 

both VGG16-FL and MobileNet-FL architectures in 

this study proved to be quite effective in handling 

overfitting. This is shown by the accuracy value 

obtained, which increased significantly from the 

experiment without cross-validation. The application 

of the number of k-folds in the cross-validation 

method also affects the accuracy value obtained, 

namely in the VGG16-FL cross-validation (VGG16-

FLCV) architecture, resulting in the highest accuracy 

value at a value of 7-fold cross-validation. Meanwhile, 

in the MobileNet-FL cross-validation (MobileNet-

FLCV) architecture, the highest accuracy value is at 

the 8-fold cross-validation value. Subsequently, 

brightness augmentation is applied to measure the 

effect on the accuracy value obtained. The graphs 

showing the accuracy and loss values on the VGG16 

and MobileNet architectures and the application of 

cross-validation and brightness augmentation methods 

are illustrated in Fig. 7 to Fig. 14. 
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Fig. 7. Training accuracy with VGG16-FL. 

Fig. 7 shows that the VGG16 architecture 

applying the cross-validation method has a higher 

training accuracy (VGG16-FLCV) than the VGG16 

architecture without the cross-validation method. In 

addition, the graph shows that the application of 

brightness augmentation can increase the training 

accuracy value obtained precisely in the brightness 

range (1.00, 1.25), which obtained a training accuracy 

value of 81.73%. Meanwhile, the application of the 

brightness range (0.00, 0.25) has the lowest accuracy 

value compared to other experiments, with a training 

accuracy value of 36.78%. Hence, it can be concluded 

that applying the brightness range (0.00, 0.25) can 

significantly reduce the training accuracy value. The 

comparison graph of the loss value between models 

that do not apply the cross-validation method with 

models that apply the cross-validation method and the 

comparison of each application of brightness 

augmentation on the VGG16-FLCV architecture is 

illustrated in Fig. 8. 

 
Fig. 8. Training loss with VGG16-FL. 

Meanwhile, the training loss value graph in Fig. 

8 shows that the smallest training loss value is found 

in the VGG16 architecture that applies the cross-

validation method and brightness augmentation with 

the brightness range (1.00, 1.25). The highest training 

loss value listed in the graph is on the architecture 

applying brightness range (0.00, 0.25). In addition, the 

validation accuracy and loss graphs with the VGG16 

architecture can also be seen in Fig. 9 and Fig. 10. 

 
Fig. 9. Validation accuracy with VGG16-FL. 

Fig. 9 shows a comparison graph of validation 

accuracy illustrating differences in the previous 

training accuracy graph. This validation accuracy 

shows relatively stable results, with only minor 
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fluctuations in the form of increases or decreases in 

validation accuracy values. However, the highest 

validation accuracy value is observed in experiments 

applying the cross-validation method (VGG16-FLCV) 

and in experiments applying brightness augmentation 

with brightness range (1.00, 1.25). The validation 

accuracy value in the VGG16-FLCV experiment is 

70.61% and 70.71% in the brightness range (1.00, 1.25) 

experiment. In addition, the validation accuracy value 

that has the lowest value is in the experiment applying 

brightness augmentation (0.00, 0.25) with the resulting 

validation accuracy value of 28.26%. 

 
Fig. 10. Validation loss with VGG16-FL. 

The graph in Fig. 10 shows that the experiment 

that applies the cross-validation method and the 

experiment that applies the brightness range (1.00, 

1.25) have relatively low validation loss values 

compared to the validation loss value in other 

experiments. The experiment applying the brightness 

range (0.00, 0.25) has the highest validation loss value 

compared to other experiments. 

 
Fig. 11. Training accuracy with MobileNet-FL. 

Based on the graph in Fig. 11, the MobileNet 

architecture applying the cross-validation method 

(MobileNet-FLCV) has a higher training accuracy 

compared to the MobileNet architecture without the 

cross-validation method. In addition, the graph shows 

that the application of brightness augmentation with 

the MobileNet architecture applying the brightness 

range (0.00, 0.25) can significantly reduce the 

accuracy value. In addition, the training accuracy 

value with the highest value is the experiment 

applying the cross-validation method without 

employing brightness augmentation, obtaining a 

training accuracy value of 67.47%. The lowest training 

accuracy value was found in the MobileNet 

architecture experiment without cross-validation, 

resulting in a training accuracy value of 44.46%. 

 
Fig. 12. Training loss with MobileNet-FL. 

Meanwhile, the training loss value graph in Fig. 

12 shows that the lowest training loss value is the 

MobileNet architecture applying the cross-validation 

method without brightness augmentation, and the 

highest training loss value is the experiment without 

applying the cross-validation method. 

 
Fig. 13. Validation accuracy with MobileNet-FL. 

Fig. 13 shows a comparison graph of validation 

accuracy showing differences in the previous training 

accuracy graph. This validation accuracy graph shows 

relatively constant results, indicating similarities in the 

experiments using the VGG16 architecture. Hence, it 

can be said that the changes that occur in the graph, 

both in the form of an increase or decrease in the 

validation accuracy value that occurs, are not too 
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significant. However, the highest validation accuracy 

value is the experiment that applies the cross-

validation method or MobileNet-FLCV with a 

validation accuracy value of 56.37%. Meanwhile, the 

lowest validation accuracy value is found in the 

experiment applying the brightness range (1.75, 2.00) 

with a validation accuracy value of 31.80%. 

 
Fig. 14. Validation Loss with MobileNet-FL. 

The graph in Fig. 14 shows that the experiment 

that applies the cross-validation method has a 

relatively small validation loss value compared to the 

validation loss value in other experiments, and the 

highest validation loss value is in the experiment with 

the brightness range (1.75, 2.00). 

Based on the graphical results in Fig. 7 to Fig. 14, 

it can be said that the application of brightness 

augmentation can reduce and increase the accuracy 

values obtained. The application of brightness 

augmentation in the VGG16-FLCV architecture that 

can be applied in the model training process on the 

classification of masked facial expressions is the 

brightness range (0.25, 0.50), (0.50, 0.75), (0.75, 1.00), 

and (1.00, 0.25) ranges do not experience a very 

significant decrease in accuracy value. The application 

of brightness augmentation with a brightness range 

(1.00, 0.25) can increase the accuracy value from the 

accuracy value results that do not apply brightness 

augmentation in the VGG16-FLCV architecture. The 

accuracy values obtained from the application of 

brightness range (1.00, 0.25) with VGG16-FLCV 

architecture are 81.73% (training accuracy) and 

70.71% (validation accuracy). Meanwhile, the model 

evaluation process is also carried out on the VGG16-

FLCV architecture that applies brightness 

augmentation. Application of brightness range (0.00, 

0.25) produces lower values compared to other 

experiments, namely with a precision value of 36.35%, 

recall of 34.03%, and F1-score of 34.81%. In addition, 

the application of brightness augmentation produces 

the highest value of prediction accuracy, precision, 

recall, and F1-score, namely in the use of brightness 

range (0.75, 1.00) in 7-fold cross-validation with a 

value of precision 74.51%, recall 72.38%, and F1-

score 73.22%, and the use of brightness range (1.00, 

1.25) in 7-fold cross-validation with precision 76.23%, 

recall 74.16%, and F1-score 74.97%. 

Meanwhile, the application of brightness 

augmentation in the MobileNet-FLCV architecture 

mostly decreases the accuracy value of the experiment 

that does not apply brightness augmentation. The 

application of brightness augmentation that has a fairly 

high accuracy value among other brightness 

augmentation applications is the brightness range 

(1.00, 1.25), which obtained a training accuracy value 

of 62.66% and a validation accuracy value of 51.21%. 

So, it can be said that the application of brightness 

augmentation in the MobileNet-FLCV architecture 

that can be applied in the model training process on the 

classification of masked facial expressions is in the 

brightness range (0.25, 0.50), brightness range (0.50, 

0.75), brightness range (0.75, 1.00), brightness range 

(1.00, 0.25) and brightness range (1.25, 1.50). 

Meanwhile, the model evaluation results with the 

application of brightness augmentation and cross-

validation show that the Mobilenet architecture can 

have smaller precision, recall, and F1-score values 

compared to the application of the VGG16 

architecture. The precision, recall, and f1-score values 

are quite high compared to the other experiments in 

the application of MobileNet-FLCV architecture 

found in the experiment without applying brightness 

augmentation with 8-fold cross-validation, which is 

63.58% precision, 60.93% recall, and 61.26% f1-score. 

This study compares several models based on 

five performance metrics: precision, recall, F1-score, 

accuracy, and validation accuracy. The models include 

various VGG16 and MobileNet variants, each 

evaluated under different configurations, as shown in 

Table 2. 

The results indicate that the application of cross-

validation significantly improves the performance of 

both VGG16 and MobileNet models. However, the 

effects of brightness augmentation show variability, 

suggesting that careful adjustment of augmentation 

parameters is essential to optimize model performance. 

Based on research conducted by Kandel et al. 

(2022), the application of geometric augmentation 

provides a better accuracy value compared to the 

application of brightness augmentation. In addition, 

the CNN model, without applying data augmentation 

techniques, gives better results than the application of 

brightness augmentation. However, in this study, the 

application of brightness augmentation can increase 

the resulting accuracy value, namely in the application 

of VGG16-FLCV architecture with the brightness 

range (1.00, 1.25) in the process of masked facial 

expression classification. This research proposes 

several brightness range parameters that can be used 

for the masked facial expression classification process 

for both darkness and brightness categories in each 

architecture used, namely VGG16-FLCV and 

MobileNet-FLCV. In addition, there are similarities 
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between masked facial expression classification 

research contained in Yang et al.’s (2021) research and 

Castellano et al.’s (2021) research in terms of using 

CNN architecture, which is a reference in this research. 

However, there are differences in this study, namely, 

in this study, there is an additional method to optimize 

the accuracy value obtained by adding the cross-

validation method to the VGG16 and MobileNet 

architectures. 

 

4.2. Analysis Prediction Test 

The prediction test process is carried out using 

prediction sample data to test whether the model can 

predict masked facial expressions with real data. The 

prediction test process is carried out using a model 

with the application of the VGG16-FLCV architecture 

in 7-fold cross-validation and MobileNet-FLCV 8-

fold cross-validation and with the application of 

brightness augmentation. The results of the prediction 

test process can be seen in Fig. 15 to Fig. 18.  

Fig. 15 shows the results of the types of 

expressions produced in the 17 samples used in the 

prediction test process on the VGG16-FLCV 

architecture based on the techniques used. In addition, 

based on this figure, it shows that the model that can 

predict the most types of expressions is the model that 

applies the brightness range (0.50, 0.75), which in 17 

samples predicts angry, neutral sad, happy, fear, and 

surprise expressions. Meanwhile, the model that can 

predict the least types of expressions is the model that 

applies the brightness range (1.50, 1.75). 

The prediction test was carried out on 17 data 

samples; each sample has a difference in predicting the 

type of facial expression in the application of the 

VGG16-FLCV architecture. The graph that shows the 

results of the expression type prediction test for each 

sample can be seen in Fig. 16. 

 
Fig. 15. Expression type prediction test results VGG16-FLCV. 
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Table 2. Comparison of value precision, recall, f1-score, accuracy, and validation accuracy. 

 

Techniques used Precision Recall F1-Score Accuracy Validation accuracy 

VGG16-FL 0.1766 0.1689 0.1713 0.5413 0.4454 

VGG16-FLCV 0.7716 0.7535 0.7617 0.8165 0.7061 

VGG16-FLCV-BR000025 0.3635 0.3403 0.3481 0.3678 0.2826 

VGG16-FLCV-BR025050 0.5272 0.4835 0.4950 0.6303 0.4491 

VGG16-FLCV-BR050075 0.6777 0.6527 0.6604 0.7592 0.612 

VGG16-FLCV-BR075100 0.7451 0.7238 0.7322 0.7884 0.682 

VGG16-FLCV-BR100125 0.7623 0.7416 0.7497 0.8173 0.7071 

VGG16-FLCV-BR125150 0.5496 0.5280 0.5344 0.7270 0.4573 

VGG16-FLCV-BR150175 0.5395 0.4289 0.4571 0.7040 0.3401 

VGG16-FLCV-BR175200 0.4211 0.3468 0.3608 0.6372 0.3028 

MobileNet-FL 0.2169 0.1723 0.1843 0,4446 0.4191 

MobileNet -FLCV 0.6586 0.6351 0.6440 0.6875 0.5512 

MobileNet-FLCV-

BR000025 

0.4062 0.3941 0.3959 0.5214 0.3602 

MobileNet-FLCV-

BR025050 

0.5107 0.4968 0.4966 0.6053 0.4437 

MobileNet-FLCV-

BR050075 

0.6117 0.5843 0.5936 0.6699 0.5094 

MobileNet-FLCV-

BR075100 

0.5992 0.5500 0.5655 0.6102 0.4941 

MobileNet-FLCV-

BR100125 

0.5961 0.5746 0.5798 0.6443 0.5230 

MobileNet-FLCV-

BR125150 

0.5824 0.4636 0.4887 0.6298 0.4199 

MobileNet-FLCV-

BR150175 

0.4908 0.4128 0.4253 0.6432 0.3734 

MobileNet-FLCV-

BR175200 

0.5021 0.3675 0.3926 0.6089 0.3102 
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Fig. 16. Expression type of each data sample VGG16-FLCV. 

Fig. 16 shows the number of facial expression 

prediction results for each data sample used in the 

prediction test with the VGG16-FLCV architecture. 

Data samples that have the highest number of 

expression predictions are the fourth (S4) and seventh 

(S7) data samples. The fourth data sample (S4) is 

predicted to have neutral, sad, happy, and fear 

expression types. Meanwhile, the data sample that has 

the least number of predictions, with one type of 

expression, is the 13th data sample (S13), which is 

predicted to have a sad expression type. 

 
Fig. 17. Expression Type Prediction Test Results 

MobileNetFLCV. 

Fig. 17 shows the results of expression types 

generated in 17 samples used in the prediction test 

process with the MobileNet-FLCV architecture based 

on the techniques used. In addition, based on the figure, 

it shows that the model that can predict the most types 

of expressions is the model that applies the brightness 

range (0.25, 0.50), which in 17 samples predicted 

angry, neutral sad, happy, scared, and surprised 

expressions. The graph that shows the prediction test 

results for each sample can be seen in Fig. 18.  

Fig. 18 shows the number of facial expression 

prediction results for each data sample used in the 

prediction test with MobileNet-FLCV architecture. 

Data samples that have four types of expression 

predictions are in the sixth (S6), seventh (S7), 15th 

(S15), and 17th (S17) data samples. In addition, data 

samples that predicted only one type of expression 

were in the third data sample (S3), the eighth data 

sample (S8), the 12th data sample (S12), and the 13th 

data sample (S13). 

 

 
Fig. 18. Expression type of each data sample MobileNet-

FLCV. 

 

5. Conclusions 

This research has successfully applied deep 

learning techniques using CNN architectures, 

specifically VGG16 and MobileNet, for masked facial 

expression classification. This research makes an 

important contribution to overcoming the challenges 

of facial expression recognition when wearing masks 

makes it difficult in social interactions. The results 

show that the use of VGG16 architecture with cross-

validation method (VGG16-FLCV) provides better 

performance than MobileNet-FLCV architecture in 

recognizing and classifying masked facial expressions. 

This shows that in masked facial expression 

classification applications, VGG16 is superior to 

MobileNet. The application of data augmentation 

methods, such as geometric augmentation and 

brightness augmentation, has helped to improve the 

performance of CNN models. However, it is important 

to choose an appropriate brightness range value to 

obtain optimal results. The experimental results show 

that on the VGG16-FLCV architecture, the brightness 

range (1.00, 1.25) provides the best accuracy with a 

training accuracy of 81.73% and 70.71% validation 

accuracy. 

The application of brightness augmentation on 

the MobileNet-FLCV architecture does not provide 

comparable performance to VGG16-FLCV. From the 

results of this study, it is found that the optimal 

application of brightness range on VGG16-FLCV 

architecture is in the darkness category with the 

brightness ranges (0.25, 0.50), (0.50, 0.75) and (0.75, 

0

1

2

3

4

5

6

7

8

9

10

S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 S13 S14 S15 S16 S17

Expression Type of Each Data Sample

Disgust Angry Neutral Sad Happy Fear Surprise

0

1

2

3

4

5

6

7

8

9

10

Expression Type Prediction Test Results

Disgust

Angry

Neural

Sad

Happy

Fear

Surprise

0

1

2

3

4

5

6

7

8

9

10

S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 S13 S14 S15 S16 S17

Expression Type of Each Data Sample

Disgust Angry Neutral Sad Happy Fear Surprise



DOI: 10.6977/IJoSI.202502_9(1).0003 

D.M. Ramadhan, H. Mubarok, etc./Int. J. Systematic Innovation, 9(1), 30-43 (2025) 

42 

 

1.00) and in the brightness category with brightness 

range (1.00, 1.25). In addition, this study found that 

the MobileNet-FLCV architecture with brightness 

ranges (0.25, 0.50), (0.50, 0.75), (0.75, 1.00), (1.00, 

0.25), and (1.25, 1.50) can be used as an alternative 

brightness range without experiencing a significant 

decrease in accuracy. Therefore, the results of this 

study provide a reference for the selection of the right 

brightness range in the application of data 

augmentation in CNN models, especially in the 

context of masked facial expression classification. 

This information is potentially useful for the 

development of more effective masked facial 

expression recognition technology and to support 

social interactions in pandemics or environments with 

extensive use of masks. 

This research possesses several weaknesses and 

shortcomings. Therefore, the following suggestions 

can be used as a reference for further research and 

development, including applying other types of pre-

trained model architectures in implementing transfer 

learning principles for the classification or prediction 

of masked facial expression types. Age parameters can 

be added to the process of predicting the type of 

masked facial expression to predict the type of masked 

facial expression and age of masked individuals. The 

development of the CNN model in predicting masked 

facial expressions is needed so that the process of 

detecting masked facial expressions can be done in 

real-time or be used for developing applications to 

detect masked facial expressions. 
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Abstract 

Globally, one of the major concerns in women’s health issues is gynecological disorders such as cancer, which needs 

to be observed at its early stage. With traditional approaches, it is quite difficult to detect such disorders at its early 

stages. Therefore, more advanced tools need to be integrated. This paper focuses the advancements of artificial 

intelligence (AI) and machine learning (ML), exploring their potential in the early detection and diagnosis of these 

disorders. This paper presents a systematic meta-analysis of AI/ML approaches employed in the diagnosis of 

gynecological disorders using medical imaging modalities such as magnetic resonance imaging (MRI), ultrasound, 

etc. The flow for systematic meta-analysis is based on designing the research objective, selection and searching 

approach with inclusion and exclusion strategy; quality assessment is performed then; and finally, discussion of 

interpretations is also presented. This paper investigates how ML algorithms can extract characteristics from MRI 

images and how to use ML to extract and recognize the features from medical images such as MRI, ultrasound, 

computed tomography (CT) scans, etc. for early detection of gynecological tumors and provision of more personalized 

risk assessment. However, it is observed that there is a significant impact of advancement of AI/ML on medical 

technology in the future. Therefore, this paper presents a significant contribution for future medical applications and 

innovations. 

 

Keywords: Artificial Intelligence, Gynecological Cancer, Machine Learning, MRI, Ultrasound 

 

1. Introduction 

Oncologists in practice face an understanding 

deficit as a result of the exponential growth of 

information about cancer together with the fast 

development of human society (Bhattacharjee et al., 

2017; Prapty & Shitu, 2020). Researchers have 

demonstrated that it is quite challenging for physicians 

to handle clinical workloads in shorter timeframe to 

gain professional expertise (Denny et al., 2019; 

Mehrotra et al., 2011). More individuals may take 

advantage of societal investments in research and 

development, physicians can promote and embrace 

innovative prediction, diagnostic, and treatment 

procedures based on the best available evidence. 

Artificial intelligence (AI) (Constantinou et al., 2009; 

Liu et al., 2021) has entered the medical field for 

academic advancements, followed by an immediate 

introduction of new tools and techniques. One of the 

most challenging instances for oncology is the 

identification of gynecological malignancy. The many 

malignancy forms, every one of which is named after 

the body part in which it initially manifests, are shown 

in Fig. 1 (Basij et al., 2018; Chauhan & Singh, 2021). 

The goal of AI is to develop intelligent machines that 

can emulate human cognitive processes (Kajala & Jain, 

2020; Ray, 2019). By increasing precision, 

effectiveness, and scalability, these developments 

have an opportunity to transform the diagnosis of 
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gynecological cancer (Hou et al., 2022). Over the past 

decades, AI has been developed to be used for 

scientific application and medical diagnosis because 

AI can learn from patterns or knowledge from data and 

predict accurate outcomes, as compared to 

conventional techniques (Akazawa & Hashimoto, 

2021; Shrestha et al., 2022). Therefore, several types 

of AI/ML have been used by researchers for early 

diagnosis of gynecological cancer. For this medical 

condition, imaging analysis is generally used. 

Gynecological cancers can be easily detected using 

radiological imaging techniques such as magnetic 

resonance imaging (MRI), computed tomography (CT) 

scans, histopathology, and ultrasounds (Zhou et al., 

2020). This approach advances the diagnosis 

performance in women's health also. Apart from 

imaging technologies, other parameters such as 

metabolic testing, polycystic ovarian disease (PCOD), 

and polycystic ovary syndrome (PCOS) can also be 

used for diagnosis. These AI/ML algorithms can detect 

risk factors and suggest patient care. While AI/ML has 

massive potential for detecting gynecological cancer, 

there are still several research gaps due to inadequate 

data quality and availability. 

 

 

 
Fig. 1. Types of gynecological cancer 

 

The primary goal of the paper is to give a 

thorough analysis of the most recent research on 

AI/ML for automated detection of gynecological 

cancer. Other objectives are as follows: 

To investigate and study the advancement of AI 

tools and techniques in integrating and analyzing 

diverse datasets, such as medical imaging, health 

parameters, and clinical information for enhanced 

gynecological cancer detection. 

To investigate the potential of ML-based 

approaches in early detection and classification of 

gynecological malignancies. 

To contribute to the body of knowledge in the 

field of gynecological oncology by providing insights 

into the potential applications and limitations of AI 

and ML techniques in cancer detection. 

 

2. Literature Review 

In the early 1950s, AI first became a reality. The 

invention of intelligent robots with human-like 

capabilities and responses, or AI, has been universally 

acknowledged as having a significant impact on the 

industrial sector (Kasture et al., 2021; Tanaka et al., 

2016). Medical professionals increasingly integrated 

AI into the field of medicine after realizing its 

significance. Therefore, AI can be broadly used in 

medical field. There are a lot of recent instances of AI 

being used in medicine. By generating a new field of 

study to be exploited for precision medicine, ML and 

radiomics are revolutionizing radiology and medicine. 

Gynecologic oncologists are hesitant to fall behind as 

AI continues to advance in the world of medicine. 

Medical imaging data from MRI and ultrasound scans 

may be analyzed by AI algorithms to help with the 

identification and characterization of gynecological 

cancers. Radiologists may now conduct more precise 

evaluations and identify small abnormalities that could 

be difficult to see visually because of the 

advancements made in AI approaches, notably deep 

learning. Researchers have reported that recent 

advancements of AI/ML had revolutionized the 

assessment and management of risk of gynecological 

cancer and provide personalized treatment plans (Hu 

et al., 2023; Lingappa & Parvathy, 2023). 

Several studies have highlighted the impact of 

AI/ML on gynecological cancer diagnosis and risk 

assessment. For instance, deep learning models, such 

as Convolutional Neural Networks (CNNs), have 

shown great promise in the detection of early-stage 

tumors from MRI and ultrasound scans. Other 

machine learning techniques, such as Support Vector 

Machines (SVMs) and Random Forests, have also 

been employed to improve the classification of 

cancerous versus non-cancerous tissues. These 

advancements are transforming the way radiologists 

and oncologists approach cancer diagnosis, offering 

more personalized treatment plans tailored to the 

specific needs of each patient. Deep learning models 

are highly effective in image analysis but it requires 
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large datasets of labeled medical images to achieve 

optimal performance. This poses a challenge in 

gynecological oncology but it has limitation that there 

is lack of labeled data. Additionally, widespread 

clinical adoption is another issue related to the 

interpretability of ML models. Traditional machine 

learning models, while easier to interpret, may not 

achieve the same level of diagnostic accuracy as seen 

in more complex AI systems like deep learning 

networks. 

 

3. Method Used 

In this section, the methodology adopted for 

performing systematic meta-analysis for the 

identification of the role of AI/ML in the detection of 

gynecological tumors or cancer. For this systematic 

meta-analysis is performed. The flowchart of paper 

selection for meta-analysis is presented below in Fig. 

2. 

 

Fig. 2. Methodology used for systematic meta-analysis  

The flowchart outlines the systematic meta-

analysis process for identifying the role of AI/ML in 

the detection of gynecological tumors or cancer. The 

process begins with defining the objective of the 

systematic meta-analysis. In this paper, the objective 

is to present a systematic review and meta-analysis for 

role of AI/ML for automatic detection and correlation 

of gynecological cancers such as endometrium cancer, 

cervical cancer, ovarian cancer, etc. This paper aims to 

analyze the imaging technologies for women health 

diagnosis by detecting gynecological cancer. To 

achieve these objectives, relevant keywords are 

chosen to perform the literature search. These 

keywords could include terms such as “AI in 

gynecology,” “machine learning for cancer detection,” 

“gynecological tumors,” “medical imaging for 

gynecological tumors detection,” and “AI for 

gynecological diagnosis.” After determining the 

keywords, suitable scientific databases were selected 

for the literature search. Common databases may 

include IEEE Xplore, Science direct, Springer, Wiley, 

etc. that contain relevant studies on AI/ML and 

gynecological cancer detection. A selection strategy 

was applied to filter relevant research papers from the 

selected databases. This may involve screening by title, 

abstract, and keywords to identify studies that align 

with the research objectives. Then, inclusion and 

exclusion strategy was applied to further refine the 

selection. Inclusion criteria could involve selecting 

studies focused on AI/ML methods for medical 

imaging in gynecology, while exclusion criteria might 

omit studies that lack sufficient data or focus on 

unrelated medical conditions. The filtered studies were 

assessed for relevance to the research topic. If a study 

is deemed not relevant, the search is modified to refine 

the keywords or selection criteria. If the study is 

relevant, it is included for further analysis. Relevant 

studies were subjected to meta-analysis and analysis 

to draw conclusions about the overall impact of AI/ML 

techniques on the diagnosis of gynecological disorders. 

After the meta-analysis, the results were critically 

analyzed to identify the strengths and limitations of the 

AI/ML approaches. 

 

4. Detection Using Machine Learning Based on 

MRI Images  

For medical diagnosis, MRI findings are 

considered one of the most important inputs. To better 

understand the patterns in MRIs, ML extracts 

characteristics more precisely (Subramanian et al., 

2023). These characteristics may be the tissue texture, 

shape, intensity, and spatial connections. These need 

to be identified and learned properly to distinguish 

between healthy and malignant regions in MRI images 

(Baydoun et al., 2021). To provide the capability of 

early prediction, ML models may be trained to identify 

patterns and distinguish certain biomarkers (Zhang & 

Han, 2020). Additionally, segmentation methods can 

accurately identify the tumor borders by applying ML 

techniques that will provide valuable information to 

doctors for planning, tracking, and treating 
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gynecological disorders  (Guo et al., 2019; Visalaxi et 

al., 2021). Soğukkuyu and Ata (2022) proposed an 

ensemble strategy for predicting the risk of cervical 

cancer. Keymasi et al. (2018) categorized pap-smear 

pictures using various ML techniques to increase 

prediction accuracy. KNN, SVM, and multilayer 

perceptron (MLP) are three ML approaches that are 

combined in the ensemble methodology. Jiang et al. 

(2021) used multi-parametric MRI data to construct 

radiomics algorithms that are based on deep learning, 

which are used for the detection of cervical cancer.  

Wang et al. (2021) developed a methodology based on 

deep learning that distinguishes between malignant 

and benign ovary lesions using CNN as opposed to 

using conventional MR imaging. A single institution 

divided 451 patients’ 545 lesions—379 normal and 

166 malignant—into 7:2:1 training, validation, and 

evaluation sets. Ghoneim et al. (2020) presented a 

technique for the identification and classification of 

cervical cancer cells that is based on CNN. Following 

this step, the input images are assigned categories 

using a classifier that is driven by an extreme machine 

learning (ELM). Transfer learning and fine-tuning are 

the two methods that are employed to use the CNN 

architecture. In addition to the ELM, classifiers based 

on autoencoders and multilayer perceptrons are also 

being researched as potential replacements. Ratul et al. 

(2022) carried out a logical analysis to show the 

efficiency of the MLP method with default 

hyperparameters and obtained 93.33% prediction 

accuracy. Wang et al. (2023) offered a unique optical 

biopsy technique to help surgeons quickly and reliably 

diagnose ovarian cancer. Khuriwal and Mishra (2018) 

showed how AI may be used with the UCI Database to 

identify breast cancer. Kurnianingsih et al. (2019) used 

a mask regional CNN (Mask R-CNN) on the pap 

smear dataset to assess the cancerous cells. Arora et al. 

(2021) used SVM and achieved an accuracy of 95%. 

The author also used the Gaussian filter for image 

denoising. Bnouni et al. (2021) suggested an ensemble 

preprocessing technique to boost a CNN’s 

classification accuracy for cervical cancer. Table 1 

presents the overview of recent research on MRI 

images for detection of gynecological cancer. 

 

5. Detection Using Machine Learning Based on 

Ultrasound Images  

In gynecology, ultrasound imaging is a 

frequently used diagnostic technique for the 

identification and assessment of gynecological 

malignancies. To better analyze ultrasound data and 

diagnose gynecological cancer, ML algorithms have 

shown potential (Zhang & Han, 2020). Algorithms are 

used in ML-based techniques to categorize anomalies, 

extract useful information from ultrasound pictures, 

and assist in the early diagnosis of gynecological 

cancers (Zhang et al., 2023). ML algorithms can 

examine ultrasound images by identifying 

characteristics like vascularity, echogenicity, texture, 

and spatial connections (Ruchitha et al., 2021). Studies 

have revealed that ML-based methods may improve 

diagnostic precision by using ultrasound images 

(Marques et al., 2019). Ultrasound images can be used 

in environments with minimal resources due to their 

portability and accessibility (Behboodi et al., 2021). 

Arezzo et al. (2022) used ML to detect cancer on 

Table 1. Recent literature on MRI-based gynecological cancer detection integrated with AI/ ML 

 

Ref. Year Methods used 
Imaging 

modality 
Type of cancer Result 

Soğukkuyu & Ata (2022) 2022 Multiple ML methods MRI Cervical cancer Accuracy = 97% 

Keymasi et al. (2018) 2018 KNN, SVM MRI Cervical cancer Accuracy = 97.83% 

Jiang et al. (2021) 2021 
Deep learning-based 

radiomic methods 
MRI 

Early-stage cervical 

cancer 

AUC = 91.1% 

Sensitivity = 88.1% 

Wang et al. (2021) 2021 CNN MRI Ovarian cancer 
Accuracy = 87% 

Sensitivity = 75% 

Ghoneim et al. (2020) 2020 CNN, MLP MRI Cervical cancer Accuracy = 99.5% 

Ratul et al. (2022) 2022 
KNN, DTC, SVM, RFC, 

MLP 
MRI Cervical cancer 

MLP performed best 

with accuracy = 

93.33% 

Wang et al. (2023) 2023 End-to-end deep learning MRI Ovarian cancer Accuracy = 99.7% 

Arora et al. (2021) 2021 SVM MRI Cervical cancer Accuracy = 95% 
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ultrasound data. Gao et al. (2022) intended to create a 

deep CNN system that automates ultrasound image 

interpretation and makes ovarian cancer detection 

easier than with current techniques.  Srivastava et al. 

(2020) obtained sample ultrasound pictures of the 

ovaries from various women and identified the 

presence or absence of ovarian cysts. The standard 

VGG-16 model is used in the proposed research and is 

tweaked using an exclusive dataset of ultrasound 

images. A 16-layer DL-NN trained on the ImageNet 

dataset is a VGG-16 model. The last four layers of the 

VGG-16 network are changed to adjust the network. 

Kiruthika et al. (2020) presented an artificial neural 

network to construct an intelligent automated 

detection and ovarian categorization for ovary 

detection was given three texture characteristics. Zhou 

et al. (2021) evaluated the usefulness of tumor feature 

extraction on DBN for cancer of the cervical cavity 

patient diagnosis and to accomplish a smart 

assessment of the impacts of therapy and cervical 

detection of cancer. This technique was then used to 

analyze tumors automatically using a 

DBN architecture. 

The proposed framework for tumor extraction of 

features based on the DBN was shown to have a 

superior accuracy of 86.36%, sensitivity of 83.33%, 

and specificity of 87.50 %. Taleb et al. (2022) have 

shown the capability of ML for accurate recognition of 

ovarian cancer and its stages. The majority of current 

studies on ovarian cancer employ a single 

categorization model, which has poor diagnostic 

efficacy. Chen et al. (2021) proposed a 3D CNN based 

on a domain-knowledge-guided temporal attention 

module and a channel attention module. On a dataset 

of 221 breast-CEUS patients, the author validated the 

model. Hyun et al. (2020) proposed a 4-layer CNN to 

identify MB signatures without causing any damage. 

Goudarzi et al. (2023) studied the segmentation 

approach on ultrasound images with a Dice Score 

Coefficient (DSC) of 0.940.08 and 0.920.06, 

respectively. The CutMix augmentation technique 

enhances the generalization performance of the 

proposed CNN, which is tuned for accurate automated 

segmentation of tissue layers. Table 2 presents the 

overview of recent research on ultrasound images for 

detection of gynecological cancer. 

 

6. Detection Using Machine Learning Based on 

Metabolic Parameters  

Machine learning algorithms may use a variety of 

health factors in addition to medical imaging to 

diagnose gynecological cancer. These health 

indicators include blood test results, metabolic test 

results, PCOS, PCOD, and other pertinent clinical data 

(Coffin et al., 2023). To identify risk variables, 

Table 2. Recent literature on ultrasound-based gynecological cancer detection in integration with AI/ML 

 

Ref. Year Method 
Imaging 

modality 

Type of 

cancer 
Result 

Arezzo et al. (2022) 2022 RF, LR, KNN Ultrasound Ovary cancer 

Accuracy = 93.7% 

Precision = 90%  

Recall = 90% 

Gao et al. (2022) 2022 D-CNN Ultrasound Ovary cancer 
AUC = 91.1% 

Accuracy = 86.9% 

Srivastava et al., (2020) 2020 VGG-16 Ultrasound Ovary cancer Accuracy = 92.11% 

Kiruthika et al. (2020) 2020 ANN Ultrasound Ovary cancer Accuracy of 96% 

Zhou et al. (2021) 2021 DBN Ultrasound 
Cervical 

cancer 

Accuracy = 86.36% 

Sensitivity = 83.3% 

Specificity = 87.50% 

Taleb et al. (2022) 2022 SVM, KNN Ultrasound Ovary cancer Accuracy = 98.1% and 97.16% 

Chen et al. (2021) 2021 3D CNN Ultrasound Breast cancer 
Sensitivity of 97.2% and an accuracy 

of 86.3%. 

Hyun et al. (2020) 2020 4-Layer CNN Ultrasound Breast cancer 

Generalized contrast-to-noise ratio 

(GCNR) of 0.93 and Kolmogorov-

Smirnov statistic (KSS) of 0.86 

Goudarzi et al. (2023) 2023 
Gated Shape 

CNN 
Ultrasound Breast cancer DSC = 94% and 92 % 
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forecast disease development, and give a tailored risk 

assessment for gynecological cancer, ML algorithms 

may combine and evaluate this information. ML 

algorithms may be used to create prediction models for 

gynecological cancer risk assessment using health 

factors like blood test results and metabolic test results. 

ML models may establish relations among certain 

biomarkers, patterns, or characteristics that can 

increase the risk of developing gynecological 

malignancies (Harish et al., 2023; Tiwari et al., 2022). 

ML algorithms are capable of enhancing the 

identification and management of gynecological 

cancer by analyzing the health metrics or genetic 

matrices to present personalized risk assessments and 

treatment recommendations (Harish et al., 2023). ML 

can analyze medical data to identify risk factors and 

early signs of cancer and also enable medical experts 

to provide early interventions like lifestyle 

adjustments or preventive measures. Bharati et al. 

(2020) discussed the data-driven approach to 

diagnosis of PCOS in women. The model has achieved 

91.01% of accuracy and 90% of recall value. Poorani 

and Khilar (2023) categorized whether a woman has 

PCOS. Denny et al. (2019) provided a method for the 

timely diagnosis and prognosis of PCOS by making 

use of clinical and nutritional markers that are ideal 

and minimal but still helpful in predicting the presence 

of the condition. The 541 women who participated in 

this study provided the data sets that were necessary 

for the construction of this framework. A variety of 

different ML techniques are used to categorize PCOS 

utilizing the accumulated set of characteristics that 

were altered using principal component analysis 

(PCA). Chitra et al. (2023) diagnosed PCOS via 

ultrasound images by using transfer learning 

approaches such as Alexnet and Inception. Harish et al. 

(2023) identified that PCOS is a serious condition that 

affects females when their ovaries are fertile, between 

the ages of 15 and 45. This disease affects 5–10% of 

reproductive-age females. Despite the difficulty in 

fully treating this condition, PCOS-affected women 

may minimize their symptoms by getting the right 

amount of exercise, eating well, and maintaining a 

healthy BMI. Random oversampling triumphs when 

comparing the two equally weighted approaches using 

accuracy. An enhanced AI classifier for PCOS 

diagnosis was developed using 594 ovarian 

ultrasonography (USG) images by (Suha & Islam, 

2022). The proposed technique outperforms previous 

ML-based methods in accuracy and training time. 

Utilizing the recommended expanded method, the 

"VGGNet16" pre-trained algorithm uses a CNN 

architecture as an extractor of features and a stacked 

ensemble algorithm with the "XGBoost" meta-learner 

as an image classification. Khanna et al. (2023) have 

shown an AI method for predicting PCOS in patients 

with fertile patients utilizing heterogeneous ML/DL 

approaches. The author investigated a 541-patient 

open-source dataset. Swapnarekha et al. (2023) 

proposed a predicting model based on random 

oversampling that has proved successful in resolving 

the issue of class imbalance. In this method, the 

optimal model hyperparameters are selected via 

Bayesian optimization. Wang et al. (2022) proposed a 

decision tree-based PCOS-linked cancer detection 

algorithm. Based on the obtained SMFs, a decision 

tree is built, and practical simulations are run on 

separate internal and external cohorts. Bharati et al. 

(2022) presented the statistical approach for women's 

PCOS diagnosis. When the traits are graded, the ratio 

of luteinizing hormone (LH) to follicle-stimulating 

hormone (FSH) is shown to be the most important 

factor. While features are being chosen and eliminated, 

the cross-validation approach is used. Among the 

classifiers utilized on the dataset are voting hard, 

voting soft, and CatBoost. Prasher and Nelson (2023) 

identified the hormone that is most often seen globally 

is PCOS. The ovaries generate a large number of 

microscopic fluid-filled sacs known as follicles, which 

are the root cause of PCOS. The ovaries did not always 

release the eggs, as was to be anticipated. One of the 

best ways to diagnose PCOS early and develop a 

treatment plan for people with this condition is to look 

for numerous follicles on USG scans. Nasim et al. 

(2022) predicted the PCOS by applying ML 

approaches. Based on the CS-PCOS mechanism, a 

unique feature selection method is suggested. 

Prolactin, blood pressure (systolic and diastolic), and 

pregnancy are the key indicators with significant 

influence on PCOS prediction. Through the early 

discovery of PCOS, the work assists the medical 

community in reducing the miscarriage rate and 

offering women a remedy. Table 3 presents the 

overview of recent research on metabolic parameters 

for detection of gynecological cancer. 

 

7. Discussion 

The current study provides insights into the role 

of AI/ML techniques in the detection of gynecological 

cancers through MRI, ultrasound, and metabolic 

parameters. The studies used for meta-analysis are 
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selected to effectively demonstrate the role of ML and 

deep learning models for cancer detection.  

 

For instance, high accuracy has been achieved by 

CNN-based models, as seen in studies by Wang et al. 

(2021) and Ghoneim et al. (2020). This shows the 

trend of using CNN for image-based diagnosis. The 

use of ensemble methods, such as those proposed by 

Soğukkuyu and Ata (2022) and Keymasi et al. (2018) 

show promising improvement in prediction accuracy. 

This indicates a trend toward using hybrid models to 

address the limitations of single-model approaches. 

Our review of the studies using MRI-based detection 

techniques shows that deep learning models like 

CNNs outperform consistently over traditional ML 

approaches such as KNN, SVM, and MLP in detecting 

and classifying gynecological cancers. This is evident 

in studies by Jiang et al. (2021) and Wang et al. (2021) 

where CNN models demonstrated its better 

performance compared to non-deep learning methods. 

Similarly, ultrasound-based detection techniques also 

shows the benefit of usage of deep learning. Both Gao 

et al. (2022) and Srivastava et al. (2020) showed that 

CNN models can improve the accuracy of ovarian 

cancer detection compared to traditional methods. 

However, Taleb et al. (2022) and Chen et al. (2021) 

used the attention modules or domain-guided 

approaches that can further enhance performance. In 

terms of metabolic parameter-based detection, 

researchers showed that integration of metabolic data 

with ML techniques provided a significant 

improvement in cancer risk assessment. Bharati et al. 

(2020) demonstrated how ML algorithms could 

effectively combine metabolic data to predict PCOS-

related ovarian cancer with high accuracy. This trend 

highlights the growing importance of using multi-

modal data to provide a more comprehensive view of 

cancer risk and progression. 

However, several limitations were also identified: 

Many of the studies rely on relatively small 

datasets. MRI and ultrasound datasets are often limited 

in size. To mitigate these limitations, there is a need to 

develop larger and diverse datasets that can help to 

improve the generalizability of AI/ML models. 

While deep learning models such as CNN are 

“black-box” in nature that presents a challenge for 

clinical adoption, Ghoneim et al. (2020) and Chen et 

al. (2021) incorporated more interpretable models 

such as attention models. Hybrid models that combine 

multiple AI/ML approaches could yield better 

outcomes.  

 

8. Practical Implication of Findings 

The meta-analysis presented in this paper shows 

the significant practical implications for the 

integration of AI/ML techniques in clinical 

applications. AI/ML models such as deep learning 

algorithms like CNNs have shown good accuracy for 

identifying gynecological tumors from MRI and 

Table 3. Recent literature on metabolic parameters-based gynecological cancer detection in integration with AI/ ML. 

Ref. Year Methods Metabolic test Type of cancer Result 

Bharati et al. (2020) 2020 LR PCOS Ovary cancer Accuracy = 91.01% 

Denny et al. (2019) 2019 KNN, SVM PCOS Ovary cancer Accuracy = 89.02% 

Chitra et al. (2023) 2023 
Inception V3, Resnet50, 

VGG16 and Hybrid Models 
PCOS Ovary cancer Accuracy = 93% 

Harish et al. (2023) 2023 
SVM, XGBOOST, LR, 

KNN, RF 

Polycystic ovary 

syndrome 
Ovary cancer Accuracy = 96% 

Swapnarekha et al. (2023) 2023 
SVM, Genetic algorithm, 

MLP, ELM 

Polycystic ovary 

syndrome 
Ovary cancer Accuracy = 99.31% 

Wang et al. (2022) 2022 Decision Tree PCOS Ovary cancer AUC = 96.7% 

Bharati et al. (2022) 2022 Ensemble Learning 
Polycystic ovary 

syndrome 
Ovary cancer Accuracy = 91.12% 

Prasher & Nelson (2023) 2023 D-CNN 
Polycystic ovary 

syndrome 
Ovary cancer Accuracy = 99.4% 

Nasim et al. (2022) 2022 Generative NB 
Polycystic ovary 

syndrome 
Ovary cancer Accuracy = 100% 
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ultrasound images. These models can serve as decision 

support tools for radiologists and gynecologists for 

early detection of cancer. By integrating metabolic 

parameters and health indicators, AI/ML models can 

provide more personalized risk assessments and 

treatment recommendations. The use of AI with 

imaging techniques is particularly promising for 

resource-limited environment. Such applications can 

be used in remote areas to facilitate early detection and 

diagnosis of gynecological cancers. This will reduce 

the need for immediate specialist intervention. AI/ML 

systems can minimize diagnostic errors caused by 

human fatigue, inexperience, or oversight. However, it 

has some potential barriers also such as lack of large, 

diverse, and high-quality datasets, hybrid models are 

black-box in nature, resource limitations, complexity, 

etc. 

 

9. Conclusion 

The use of AI/ML approaches to improve the 

detection and treatment of gynecological malignancies 

has gained increasing attention in the past few years. 

Therefore, the goal of this paper is to describe the 

current level of AI research for the diagnosis of 

gynecological tumors using imaging technologies and 

health metabolic parameters. This paper presents a 

systematic meta-analysis that explored these aspects. 

The paper identified that deep learning model as well 

as hybrid or ensemble learning models outperforms 

better diagnosis either it is MRI imaging or ultrasound 

imaging approach. Whereas, on cancer risk 

assessment, metabolic parameters were also 

considered and its diagnosis hybrid model also 

outperforms well. Whereas potential barriers were also 

identified in this research, such as lack of large, 

diverse, and high-quality datasets, hybrid models are 

black-box in nature, resource limitations, complexity, 

etc. These aspects will need to be focused in future for 

improvement. 
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Abstract 

The traditional process of smoking fish, which is widely used in coastal regions, poses significant challenges due to 

its labor-intensive nature, constant supervision, and difficulty maintaining stable temperatures. These issues often 

result in inefficiencies, inconsistent product quality, and potential safety hazards. Given the importance of the smoked 

fish industry in sustaining local economies in the coastal area of Indonesia, there is a critical need for more advanced, 

reliable, and efficient methods of fish smoking. This study addresses these challenges by developing an Internet of 

Things (IoT)-integrated monitoring and control system for the smoked fish machine. This study was conducted to 

develop a monitoring and control system for machines which includes turning on/off machine components, 

temperature monitoring, and blower revolutions per minute (RPM) control. The results of the study showed that the 

implementation of IoT can activate machine components such as a blower, a servo motor, and a light. Moreover, IoT 

can monitor the machine temperature from a smartphone in real-time by integrating a temperature sensor. The 

temperature difference between the sensor and the analog thermometer was found to be 0.1 – 0.5oC, proving that the 

temperature on the IoT system is not very different from the analog thermometer. Furthermore, the blower RPM 

control results showed that the system could maintain the temperature in the optimal range (75 – 90oC) for smoking 

the fish, with a maximum deviation of 1°C, and the blower RPM can be adjusted through the control in the IoT system. 

In general, the use of IoT can simplify machine operation for users. 

 

Keywords: Control, Fish, Internet of Things, Machine, Monitoring, Temperature 
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1. Introduction 

Technological advancements have led to 

significant innovations that have profoundly impacted 

human life (Sánchez & Hartlieb, 2020). The rapid pace 

of technological progress has resulted in widespread 

smartphone ownership (Bauer et al., 2020; Lesher, 

2021; Senjam et al., 2021; Tapiero et al., 2020), which 

in turn supports the development of digital 

technologies such as the Internet of Things (IoT) 

(Khanh et al., 2022; Mahmood, 2021; Sami et al., 

2020). The IoT gained popularity in 2010 by 

introducing the “smart home” concept and Nest’s 

launch of a smart thermostat controllable via mobile 

phones (Verma et al., 2021). Today, nearly everyone 

possesses a smartphone connected to the internet, 

facilitating the IoT concept by allowing devices to 

connect to the internet and communicate 

autonomously, without human intervention (Baiyere et 

al., 2020; Karthick & Pankajavalli, 2020). These 

devices range from household appliances and vehicles 

to industrial machinery and even simple objects 

equipped with sensors capable of sending and 

receiving data (Chen & Setiawan, 2023; Laghari et al., 

2021). 

The primary function of IoT is to enhance the 

ease of human life (Setiawan et al., 2021). Through 

IoT, various devices and systems can be integrated and 

remotely controlled, offering increased efficiency and 

convenience (Salih et al., 2022; Shafique et al., 2020; 

Shammar & Zahary, 2020). Users can remotely 

monitor and control devices such as temperature 

regulators, irrigation systems, and security apparatus 

through IoT-enabled mobile devices (García et al., 

2020; Quy et al., 2022; Yasin et al., 2021). IoT 

facilitates the practical use and control of machines, 

enabling remote operation and monitoring, thereby 

reducing direct human involvement and minimizing 

potential hazards (Kim et al., 2020; Molaei et al., 2020; 

Wójcicki et al., 2022). 

The smoked fish industry, which sustains the 

livelihoods of many in Indonesia’s coastal areas, is an 

example of an industry that could benefit from IoT 

technology (Kruijssen, 2020; Ng et al., 2022; 

Suwandhahannadi et al., 2024). Currently, most 

smoked fish enterprises in Indonesia rely on traditional 

fish smoking methods using stoves (Haryanto et al., 

2021). However, these traditional methods are often 

less effective, efficient, and hygienic compared to 

modern, controlled solutions. Traditional fish smoking 

requires continuous supervision and takes a longer 

time to complete, with unstable temperatures often 

leading to product damage (Dash et al., 2022). With 

technological advancements, more practical smoked 

fish machines have been developed. Research by Al 

Hudha et al. (2018) indicates that these machines can 

be integrated with IoT technology to enhance user 

convenience. IoT-enabled smoked fish machines can 

be remotely controlled and monitored, allowing 

operators to oversee the smoking process in real-time 

(Al Hudha et al., 2018). The technological 

development of this sector is crucial for Indonesia, a 

maritime nation with abundant fishery resources 

(Setiawan et al., 2023). 

The integration and implementation of IoT into 

smoked fish machines are expected to streamline 

operations, allowing users to monitor and control the 

machines in real-time via mobile devices. IoT can save 

time and energy, as users can perform necessary 

monitoring and control without being physically 

present at the site. Additionally, data generated by IoT-

enabled smoked fish machines can be analyzed to 

enhance productivity and efficiency in the production 

process. 

 

2. Literature Review 

The first study, conducted by Rahman et al. 

(2020), implemented a temperature monitoring system 

using DHT11 sensors within an IoT framework. The 

system employed an Arduino, an ethernet shield, and 

a DHT11 sensor to transmit data to the AT&T M2X 

IoT platform via a RESTful API. The M2X platform’s 

trigger feature was integrated with the IFTTT service, 

enabling the system to send notifications via email, 

SMS, and mobile push notifications when extreme 

changes in temperature and humidity were detected. 

Data analysis revealed significant temperature and 

humidity variations across different locations and a 

strong negative correlation between temperature and 

humidity, highlighting the need for improved data 

center layout design (Rahman et al., 2020). 

In the second study, Jayanti et al. (2019) 

developed an oven for smoking fish using the cold 

smoking method, which incorporated an Arduino 

Uno-based monitoring system. This study introduced 

a temperature monitoring system for a smoked fish 

machine capable of tracking the temperature within 

the smoke chamber. The Arduino Uno microcontroller 

connected a temperature sensor, which could 

accurately read the internal temperature, and an LCD 

that displayed real-time temperature conditions 

(Jayanti et al., 2019). 
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The third study involved the development of a 

smoked fish machine with an IoT-based control 

system by Al Hudha et al. (2019). The machine 

utilized an IoT system to activate machine components 

and monitor temperature, thereby enhancing user 

access to the machine’s features. Based on the findings 

from these three studies—each of which explored the 

application of the DHT11 temperature sensor, Arduino 

Uno microcontroller, and IoT in control and 

monitoring systems—it is evident that these 

components can be effectively and efficiently 

implemented. Consequently, integrating these 

technologies into a smoked fish machine is both 

feasible and advantageous. 

 

3. Research Methodology 

This study employed a research and development 

(R&D) methodology and utilized the stages of IoT 

system development as delineated by Dilmegani 

(2024), as illustrated in Fig. 1. 

 

 
 

Fig. 1. IoT research and development Stages (Dilmegani, 

2024). 

 

The research process encompasses four distinct 

phases of IoT development, which are elaborated upon 

as follows: 

 

3.1. Identify Internet of Things Objectives 

At this stage, it is crucial to define the primary 

objectives of IoT system development clearly. 

Generally, the application of IoT in smoked fish 

machines aims to provide a user-friendly interface that 

facilitates remote monitoring and control of the 

smoking room. The specific objectives to be achieved 

include: 

a) Controlling the activation and deactivation of the 

blower, servo motor for driving the machine’s shaft, 

and the machine’s lighting. 

b) Real-time monitoring of the temperature within the 

fish smoking room (inside of the smoking tube). 

c) Regulating the heat in the combustion chamber by 

adjusting the blower's revolutions per minute 

(RPM). 

As depicted in the flowchart in Fig. 2, these 

objectives represent the visualized goals of the IoT 

system that will be implemented in the smoked fish 

machine for this study. Three objectives include 

machine components, temperature monitoring, and the 

blower’s RPM. 

 

3.2. Selection of IoT Component 

Once the objectives for the IoT system were 

established, the next crucial step involved selecting the 

necessary components. This research identifies six key 

components essential for preparing the IoT system: 

a) The microcontroller serves as the central 

processing unit of the IoT system, responsible for 

processing data from sensors and controlling other 

connected components. 

b) The DHT11 temperature sensor is employed to 

accurately and continuously measure the 

temperature and humidity within the fish smoking 

chamber in real-time. 

 

Fig. 2. Internet of Things objectives in this study. 



DOI: 10.6977/IJoSI.202502_9(1).0005 

R.J. Setiawan, K. Ma’ruf, etc./Int. J. Systematic Innovation, 9(1), 57-67 (2025) 

 

60 

 

c) The blower’s electronic system, which manages air 

circulation within the smoking chamber, is 

automatically integrated with the IoT system for 

optimal operation. 

d) A WiFi or Ethernet module is required to connect 

the IoT system to the internet, enabling remote data 

transmission and reception. 

e) The user interface on a mobile smartphone 

provides the platform for users to interact with and 

control the IoT system. 

After identifying the primary components for the 

IoT system in the fish smoking chamber, a 

comprehensive design was developed, incorporating 

both essential and supporting components. The 

electronic circuit design, as illustrated in Fig. 3, 

presents the complete schematic of the IoT system, 

detailing the integration of various components, 

including sensors, microcontrollers, communication 

modules, and output devices. 

The detailed schematic of the IoT components 

depicted in Fig. 3 is further elaborated in Table 1, 

which comprehensively explains their specifications. 

 

3.3. Implementation and Prototyping 

Following the selection of IoT components and 

the completion of the system design, the next stage 

involves the implementation and prototyping process. 

This stage is divided into two distinct activities: 

hardware prototype implementation and software 

prototype implementation.  

 

Table 1. Internet of Things electronic system components. 

 

No Detail part 

1. Power supply 12 V Microcontroller 

2. Modul step down 9 V 

3. Modul step down 9 V 

4. Microcontroller Arduino Uno 

5. Temperature Sensor DHT 11 

6. Relay setting RPM Blower 

7. Blower 2” 220 V 

8. Relay on/off Machine 

 

a) Hardware Prototype Implementation  

All IoT components are assembled and 

integrated for hardware prototyping implementation 

according to the finalized design specifications. The 

process begins with connecting the DHT11 

temperature sensor to the Arduino Uno 

microcontroller. Subsequently, program code is 

developed to acquire real-time temperature data from 

the sensor and transmit it to the user interface via an 

internet connection. Additionally, the blower RPM and 

timer system are integrated with the microcontroller, 

with a corresponding program code designed to 

 

Fig. 3. Internet of Things electrical system design plan. 
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regulate the blower RPM automatically based on the 

target temperature. The system also includes 

programming for the on/off activation of the blower, 

servo motor, and additional components. 

A WiFi or Ethernet module is integrated into the 

microcontroller to facilitate internet connectivity for 

the IoT system. User interfaces, such as web or mobile 

applications, are then developed to enable remote 

monitoring of temperature and humidity and control of 

temperature settings, fan speeds, and timers. Upon 

integration of all components, the IoT system 

prototype undergoes rigorous testing. This testing 

involves simulating various temperature conditions 

and smoking scenarios to ensure that the system 

operates as intended and meets all functional 

requirements. 

 

 
 

Fig. 4. Box panel and Internet of Things component 

assembly. 

 

Fig. 4 illustrates the design of the control 

printed circuit board circuit, which is intended to be 

integrated into the IoT system for monitoring and 

controlling the fish-smoking process. This electrical 

system is installed on the machine’s control panel, 

with careful attention to both functionality and safety. 

The design includes several key components: a power 

supply, a step-down module, a DHT11 temperature 

sensor, a timer sensor, an Arduino Uno microcontroller, 

an IoT communication module, the machine’s heating 

system, and the Blynk IoT platform. The DHT11 

temperature sensor is integral to the system, providing 

real-time temperature measurements during the 

smoking process. Its selection was based on its 

accuracy in measuring both temperature and humidity, 

as well as its capability for digital communication with 

the microcontroller. The Arduino Uno microcontroller 

facilitates wireless communication via a Wi-Fi 

network, enabling seamless integration with the IoT 

system. 

b) Software Prototype Implementation 

Fig. 5 illustrates the coding process for the oven 

temperature monitoring system, which employs the 

DHT11 sensor in conjunction with an Arduino Uno 

microcontroller and the Blynk platform. 

 

 
 

Fig. 5. Internet of Things coding on smoked fish machine 

 

The program is designed to read temperature data 

from the DHT11 sensor, display it on an LCD screen, 

and transmit it to the Blynk application for real-time 

monitoring. Blynk facilitates the display of both 

current temperature and local time, with the program 

also incorporating functionality to retrieve local time 

using the TimeZone API.  

The user interface is designed to enable 

interaction with the system through a custom 

application. This application allows users to monitor 

the smoking process temperature and regulate the 

blower’s RPM and speed control. Access to the 

monitoring system requires users to log in with 

credentials previously created. The integration of the 

IoT system with the Blynk application is depicted in 

Fig. 6, which provides a visual representation of the 

system’s status and functionality.  

Fig. 6 illustrates the design results of the IoT 

monitoring and control system utilizing the Blynk 

platform. This stage is critical for the effective 

implementation of the system. The Blynk platform 

facilitates real-time data transmission from the 

temperature sensor to the Blynk cloud server via the 

Arduino Uno IoT communication module. 

Subsequently, this data is accessible and visualizable 

through both the Blynk mobile application and web 

interface. Blynk’s user interface offers an intuitive and 

user-friendly display for real-time sensor monitoring, 

including features such as historical temperature 

graphs and notification alerts for parameter deviations. 
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Fig. 6. Internet of Things user interface design display.  

 

 

Additionally, the Blynk interface enables remote 

control of the blower’s RPM through virtual buttons 

and allows users to set target temperatures. The 

system’s IoT connectivity relies on a stable Wi-Fi 

network. Connectivity performance was assessed by 

monitoring the reliability of data transfer from the 

microcontroller to the Blynk platform. Security 

considerations are integral to the system’s design, with 

the Blynk platform providing robust authentication 

and data encryption to safeguard communications 

between devices and cloud servers. Access to the 

Blynk user interface is secured with password 

protection, ensuring that only authorized users can 

monitor and control the system. Testing results 

confirm that data transmission is stable and efficient, 

with minimal or no significant data loss. 

 

3.4. Integrate Internet of Things System with 

Smoked Fish Machine 

Following the successful implementation of the 

IoT system prototype for the smoking machine, the 

subsequent phase involved integrating the system with 

the operational machine. This study required the IoT 

system to be interfaced with both the smoked fish 

machine and a smartphone. The IoT system was 

designed for remote monitoring and control, provided 

that the machine is connected to a nearby Wi-Fi router 

and the user’s smartphone has an active internet 

connection. In scenarios where Wi-Fi is unavailable, 

users can employ an alternative IoT connectivity 

solution by enabling tethering on a smartphone, which 

connects to the IoT panel on the machine within a 

maximum distance of 30 meters. 

Fig. 7 shows the integration process between the 

IoT system and the smoked fish machine components. 

This stage is crucial for ensuring that the IoT 

application on the smartphone and the IoT panel on the 

smoking machine function cohesively. Calibration 

procedures were also performed at this stage to verify 

the validity and accuracy of data measurements. 

 

 

 
 

Fig. 7. Integrating the Internet of Things with a smoking 

fish machine. 

 

4. Result and Discussion 

4.1. Internet of Things Implementation to Turn On 

/ Off Machine Components 

The flow diagram depicted in Fig. 8 illustrates 

the operational sequence of the IoT system applied to 

a smoked fish machine for component activation. The 

process initiates with the manual powering on of the 

machine, followed by the application of power 

through a supply unit that converts 220 V to 12 V. This 

is further regulated by a step-down converter that 

reduces the voltage to 9 V, ensuring that the current is 

within safe operational limits for the Arduino Uno 

microcontroller. Once the machine is successfully 

powered on, the user must engage in the IoT mode by 

pressing the designated IoT button on the smoked fish 

machine. The user can control the machine remotely 

by establishing a connection between the machine and 

the smartphone via the IoT system. The IoT system 

facilitates the activation and deactivation of three 

components: the blower, servo motor, and light. 
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4.2. Internet of Things Performance Testing on 

Temperature Monitoring  

The microcontroller plays a pivotal role in the 

IoT system by collecting data from the DHT11 

temperature sensor, processing this data, and 

transmitting it to the Blynk IoT platform via the 

communication module. The Blynk application is 

utilized to monitor the temperature data collected. The 

microcontroller also regulates the blower’s RPM to 

maintain an optimal level for effective smoking. 

Additionally, a timer system is integrated to cease 

smoking once the designated time has elapsed 

automatically. Following the installation of the IoT 

system on the smoking machine, a thorough 

evaluation was conducted to assess the performance of 

the RPM blower monitoring and control system during 

the fish-smoking process. Initial tests focused on 

evaluating the accuracy of the DHT11 temperature 

sensor in monitoring the parameters of the smoking 

process. 

Table 2 presents the test results, demonstrating 

that the DHT11 temperature sensor exhibits high 

accuracy, with an average deviation of 0.1–0.5°C 

compared to the analog thermometer used for 

comparison. This level of accuracy is crucial for 

ensuring that the temperature data obtained accurately 

reflects the actual conditions within the smoking 

machine. 

Table 2. Temperature monitoring performance testing. 

 

b

No 

Machine temperature 

(°C) Status machine/gas 

solenoid mode IoT 

application  

Analog 

thermometer  

1 34.1 34.4 off 

2 43.5 43.3 on / Fast RPM Blower 

3 48.8 48.6 on / Fast RPM Blower 

4 58.7 58.2 on / Fast RPM Blower 

5 62.6 62.5 on / Fast RPM Blower 

6 69.2 69 on / Fast RPM Blower 

7 73.8 73.6 on / Fast RPM Blower 

8 79.3 79 on / Medium RPM Blower 

9 85.3 85.2 on / Medium RPM Blower 

10 94.6 94.5 on / Slow RPM Blower 

11 100.7 100.5 on / Slow RPM Blower 

 

4.3 Internet of Things Implementation to Control 

Blower’s Revolutions Per Minute 

A blower control system, based on RPM, is 

employed to regulate hot air circulation during the 

fish-smoking process. This system integrates a DHT11 

temperature sensor with IoT technology and a 

microcontroller to monitor the temperature within the 

dryer continuously. The effectiveness of this 

monitoring system in maintaining optimal temperature 

levels during smoking was assessed through testing. 

The blower system is calibrated to sustain a 

temperature range of 75 – 90°C. Test results indicate 

 

Fig. 8. Internet of Things system to activate components in the smoked fish machine. 
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that the RPM control system effectively maintains the 

temperature within the specified range, with a 

maximum deviation of 1°C. Additionally, the system 

demonstrated prompt responsiveness to changes in the 

smoking conditions, adjusting the blower RPM 

rapidly in response to significant temperature 

fluctuations within the smoking chamber. This real-

time parameter control enhances the efficiency and 

effectiveness of the smoking process. 

Fig. 9 illustrates the components installed for 

controlling the blower’s RPM, including a dimmer 

silicon-controlled rectifier and a mini servo. This 

system integrates a dimmer and a servo motor to 

regulate power settings automatically. The servo 

motor adjusts the dimmer lever, enabling automated 

RPM control without manual intervention, thereby 

enhancing blower efficiency. 

 

 

 
Fig. 9. Blower RPM control system installation. 

 

The RPM control system modulates air 

circulation in the smoking machine based on the 

temperature within the drying chamber. When the 

temperature exceeds 100°C, the RPM is reduced to 

500 to prevent overheating, which could damage the 

fish. At temperatures between 75 – 90°C, considered 

optimal for smoking, the blower operates at a medium 

speed of 1,500 RPM to maintain the ideal conditions. 

If the temperature falls below 75°C, the system 

increases the blower RPM to 2,500, facilitating rapid 

replacement of the air with hotter smoke to raise the 

temperature in the smoking chamber effectively. 

Fig. 10 depicts the operational scheme of the 

RPM blower control system. This automated control 

system is designed to stabilize and optimize the heat 

generated from combustion smoke, ensuring that the 

temperature within the smoking processing tube 

remains consistently within the target range of 75 – 

90°C. The Blower RPM Control System is integrated 

with the IoT framework to regulate temperature 

fluctuations throughout the smoking process. This 

integration allows for precise adjustments to the 

temperature, either increasing or decreasing it as 

necessary. 

The system’s design aims to maintain the 

temperature in the smoking processing tube efficiently, 

adhering to the optimal range of 75 – 90°C as 

established in the literature (Tahir et al., 2020). 

Automating the temperature regulation process 

ensures that the fish smoking procedure operates at 

peak efficiency and effectiveness. 

 

5. Conclusion 

This study successfully developed and 

implemented an IoT-integrated monitoring and control 

system for a smoked fish machine. The IoT system 

allows for precise control of the machine’s 

 

 

Fig. 10. Working scheme for silicon-controlled rectifier dimmer and revolutions per minute blower control system design. 
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components, enabling users to turn them on or off 

remotely. Additionally, the system facilitates real-time 

temperature monitoring within the fish smoking room. 

It also regulates the heat in the combustion chamber 

by adjusting the blower’s RPM. 

Implementing the IoT system to the machine 

offers users significant flexibility in monitoring and 

controlling the fish-smoking process from remote 

locations, eliminating the need for physical presence 

at the machine’s site. Performance testing revealed 

that the IoT system operates optimally, with only a 

brief delay of approximately one second when 

activating machine components, such as a blower, 

servo motor, and light, via a smartphone interface. 

Moreover, testing demonstrated that the IoT-

connected DHT11 sensor accurately measures 

temperature and humidity, with an average 

discrepancy of just 0.1 – 0.5°C compared to an analog 

thermometer. The blower RPM control system was 

also found to be effective in maintaining the 

temperature within the optimal range, with a 

maximum deviation of 1°C, while efficiently adjusting 

hot air circulation based on the temperature conditions. 

Overall, the results of this study indicate that the 

application of IoT technology to smoked fish 

machines has considerable potential for enhancing 

operational efficiency and control. Future 

development efforts could focus on integrating 

additional features, such as advanced data analysis and 

predictive maintenance systems, to optimize the 

system’s performance further. 
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Abstract 

 

This study examines the impact of intellectual capital enabled knowledge capability management on innovation 

ambidexterity and the moderating role of intangible resources advantage through the lens of open innovation. The 

sample consists of 105 companies in the Thai food industry. To enhance understanding of how companies can achieve 

success in innovation, an interesting result of the study is that it helps companies explore new knowledge and leverage 

existing or new knowledge to innovate more continuously. Based on the presented findings, intangible resources 

advantage plays a positive moderating role in this relationship: knowledge capability management and intangible 

resources advantage work together to foster innovation ambidexterity. 

Keywords: Intangible Resources Advantage, Intellectual Capital, Innovation Ambidexterity, Knowledge Capability 

Management 

 

1. Introduction 

Globalization and technological advancements 

have created intense competition in the business 

environment. As a result, companies must innovate 

and introduce new products or services. In today's 

rapidly evolving business landscape, organizations are 

increasingly recognizing the pivotal role of knowledge 

management and innovation ambidexterity in 

sustaining competitive advantage. The dynamic 

interplay between these elements can significantly 

influence an organization's ability to navigate the 

complexities of modern markets. At the heart of this 

interplay lies intellectual capital, encompassing the 

collective knowledge, skills, and experiences within 

an organization. The strategic management of this 

intellectual capital cultivates intangible competitive 

advantages that are crucial for long-term success. 

For example, Lei et al. (2020) found that a 

knowledge-centered culture positively mediates the 

relationship between HRM practices and innovation 

capability, significantly enhancing the impact of HRM 

practices on knowledge management capability and 

both exploitative and exploratory innovation. 

Intellectual capital, which includes human capital, 

structural capital, and relational capital, plays a critical 

role in enabling organizations to effectively manage 

knowledge and foster innovation. Human capital 

refers to the experience, education, skills, and 

distinctive attributes of an organization's employees 

(Cuganesan, 2005); structural capital refers to the 

procedures, systems, internal structures, and 

organizational culture (Lee, 2011); and relational 

capital refers to connections with stakeholders, 

including suppliers, clients, governments, and society 

at large. It also encompasses additional relational 

resources such as the firm's image and customer 

loyalty (Machorro et al., 2016). Together, these 

components form a robust foundation for knowledge 

management and innovation. 
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The concept of intangible competitive 

advantage, rooted in the strategic utilization of 

intellectual capital, emphasizes the importance of non-

physical assets that provide a sustainable edge over 

competitors. Unlike tangible assets such as machinery 

and buildings, intangible assets are often harder to 

replicate, thereby offering a distinct source of 

competitive differentiation. When these intangible 

assets are effectively leveraged through knowledge 

management practices, they can drive both 

exploratory and exploitative innovation, thereby 

enhancing an organization's ambidexterity. Previous 

studies, such as those by Hsu and Sabherwal (2011), 

have examined how knowledge management mediates 

the impact of intellectual capital on innovation. 

However, most research on the interaction between 

intellectual capital, knowledge management strategies, 

and innovation has focused on industrialized countries. 

The relative scarcity of empirical data from emerging 

economies, particularly Thailand, prompted this study. 

This paper aims to explore the intricate relationships 

between knowledge management capability, 

innovation ambidexterity, intellectual capital, and 

intangible competitive advantage. By examining these 

interconnections, we seek to provide insights into how 

organizations can strategically harness their 

intellectual capital to foster innovation, manage 

knowledge effectively, and achieve a sustainable 

competitive advantage in the contemporary business 

environment. 

This work makes several contributions to the 

field of innovation. The research objectives of this 

study are: 

• To provide new evidence on how intellectual 

capital enables the management of 

knowledge capability to increase innovation 

ambidexterity in prior intellectual capital 

research. 

• To develop this argument by focusing on 

knowledge capability management in the 

food industry. 

 

This research follows these steps: 

1. Literature review: The initial step involves 

reviewing literature to analyze the alignment and 

relationships of conceptual frameworks. 

2. Theoretical explanation: The second step entails 

explaining theories to lay the foundation and 

develop research hypotheses. 

3. Methodological description: The third step 

explains the research methodology, including 

sample groups, data, and measurement techniques. 

4. Research analysis: The fourth step involves 

analyzing the research findings. 

5. Discussion and conclusion: The final step 

includes discussing the results and summarizing 

the research findings. 

 

2. Literature Review 

2.1. Intellectual Capital and Knowledge 

Management Capability 

The relationship between intellectual capital and 

knowledge management capability is fundamentally 

synergistic. Intellectual capital, which includes human 

capital (skills, knowledge, and expertise of 

employees), structural capital (processes, databases, 

and organizational routines), and relational capital 

(networks and relationships with stakeholders), 

provides the essential resources for knowledge 

creation and utilization. These three forms of 

intellectual capital are critical to both company 

performance (Ahmed et al., 2019; Pedro et al., 2018) 

and innovation (Allameh, 2018). Knowledge 

management capability leverages these intellectual 

assets by systematically acquiring, organizing, 

sharing, and applying knowledge within the 

organization. This capability ensures that the valuable 

insights and expertise embedded in intellectual capital 

are effectively utilized to enhance decision-making, 

foster innovation, and improve overall organizational 

performance. According to Kaufmann and Schneider 

(2004) and Youndt et al. (2004), intellectual capital 

consists of knowledge and intangible assets that an 

organization can use to its advantage in order to create 

economic value and obtain a competitive edge. Thus, 

a robust knowledge management capability 

maximizes the potential of intellectual capital, leading 

to a more knowledgeable, agile, and competitive 

organization. 

 

2.2. Knowledge Management Capability and 

Innovation Ambidexterity 

Knowledge management, defined as the 

systematic process of creating, sharing, and utilizing 

knowledge to achieve organizational objectives, 

serves as the foundation for fostering innovation 

ambidexterity. Knowledge management capability 

leverages this capital by systematically acquiring, 
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sharing, and applying knowledge, thereby enabling the 

organization to utilize its intellectual assets effectively. 

This capability is crucial for fostering innovation 

ambidexterity, the balanced pursuit of both 

exploratory and exploitative innovations. By 

effectively managing knowledge, organizations can 

enhance their ability to innovate continuously, thereby 

creating a virtuous cycle where successful innovations 

further enrich intellectual capital, ultimately driving 

sustained competitive advantage and growth. 

While exploitation refers to knowledge obtained 

through the selection, improvement, and repurposing 

of current routines built upon consolidated knowledge 

bases, exploration entails a shift toward new 

knowledge pathways (Messeni Petruzzelli, 2019). The 

process of exploration involves creating new 

knowledge, recombining existing diverse knowledge 

vectors, or combining old and new knowledge 

(Carnabuci & Operti, 2013). Ambidextrous businesses 

are able to explore new opportunities and capitalize on 

their current competencies with equal dexterity 

(Lubatkin et al., 2006). 

According to Cabrilo and Dahms (2020), 

innovation ambidexterity can be facilitated by 

intellectual capital, as it can augment a company's 

capacity to explore and obtain novel insights and 

methods that surpass its current expertise. Tseng (2016) 

suggests that the concept of knowledge management 

capability (KMC) defines the functional boundaries of 

an organization's capacity to manipulate knowledge, 

encompassing the generation, transfer, integration, 

sharing, and application of information to generate 

new knowledge. Innovation ambidexterity, which 

refers to the capability of an organization to 

simultaneously explore new opportunities 

(exploratory innovation) and exploit existing 

capabilities (exploitative innovation), is essential for 

maintaining a competitive edge in both stable and 

turbulent environments. 

 

2.3. Intangible Competitive Advantage as 

Moderator for Knowledge Management Capability 

and Innovation Ambidexterity 

According to Barney (1991) and Kim and Oh 

(2004), the idea of leveraging an organization's 

resources to gain a competitive edge suggests that 

resources such as competencies, assets, capabilities, 

information, and knowledge can set an organization 

apart and create unique opportunities. Academics and 

organizational managers have categorized resources 

into five groups: physical, human, technological, 

financial, and organizational resources (Hofer and 

Schendel, 1978). According to Penrose's (1959) 

Resource-Based View of the Firm (RBV), effective 

resource use is the foundation for organizational 

expansion. Organizations can use these resources, 

which include assets, skills, processes, and knowledge, 

to develop and implement competitive strategies. 

According to Hall (1992), intangible resources 

consist of non-financial elements, whereas tangible 

resources are composed of financial aspects or 

physical assets. Intangible Competitive Advantage 

(ICA) moderates the relationship between Knowledge 

Management Capability (KMC) and Innovation 

Ambidexterity (IA) by leveraging non-physical assets 

such as brand reputation, organizational culture, 

intellectual property, and unique capabilities. These 

intangible assets enhance the effectiveness of 

knowledge management processes by facilitating 

better knowledge sharing, resource allocation, and 

strategic alignment. As a result, organizations can 

more effectively balance and manage both exploratory 

(radical) and exploitative (incremental) innovation 

activities, thereby sustaining long-term 

competitiveness and adaptability in dynamic market 

environments. 

 

2.4. Conceptual Framework and Hypotheses 

Based on the conceptual framework of the 

research stated previously, the hypotheses of this 

research were as follows: 

H1: Intellectual capital was positively associated 

with knowledge management capability. 

H2: Intangible resources advantage positively 

moderated the relationship between knowledge 

management capability and innovation ambidexterity. 

H3: knowledge management capability was 

positively associated with innovation ambidexterity. 

 

3. Research Methodology 

3.1. Sample  

The online questionnaire was designed to assess 

the fundamental constructs outlined in the conceptual 

model. The survey, distributed online, was sent to 395 

companies listed in the database of registered food 

manufacturing firms in Thailand. Utilizing the 

sampling frame, an email containing a letter detailing 

the rationale and objectives of the study was sent to the 

provided email address of each company. Among the 
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112 responses initially received, 105 were deemed 

complete and suitable for analysis related to the 

variables of interest in our study. The data set gathered 

encompassed a diverse spectrum of firms in terms of 

age, size, and type, resulting in an estimated response 

rate of around 20%. 

Furthermore, a test for non-response bias 

(Armstrong & Overton, 1977) was conducted by 

comparing demographic characteristics (firm size and 

firm age) between the earliest and latest responses. 

Additionally, comparisons between respondent firms 

and the entire manufacturing firms' population for two 

available population-level variables firm size and firm 

age were performed. In addition to the primary 

constructs outlined in the hypothesis model, this study 

incorporates control variables recognized to influence 

firms' competitive advantages: firm size and firm age, 

evaluated through two items adapted from Jaworski & 

Kohli (1993). The non-response bias for firm size and 

firm age was not significant. 

 

3.2. Measures 

Each item was measured using a five-point 

Likert-type scale, ranging from 1 (strongly disagree) 

to 5 (strongly agree). The study examined existing 

literature to create items relevant to various aspects of 

intellectual capital, knowledge management capability, 

and innovation ambidexterity. Additionally, a 

structured survey tool was developed to collect the 

necessary data. 

 

4. Results 

4.1. Descriptive Statistics and Construct Validity 

Prior to conducting data analysis, the Kaiser-

Meyer-Olkin (KMO) test yielded a value of 0.694, 

indicating the suitability of the data for factor analysis 

of the variable constructs. The minimum threshold for 

this test, as per Hair et al. (2006), is 0.50. Tables 1 and 

2 present the means, standard deviations, and zero-

correlation matrix for all variables. 

Table 1 includes the mean, standard deviation, 

factor loadings and Cronbach's alphas. The average 

ratings for firms' intellectual capital, knowledge 

management capability, intangible resources 

advantage, and innovation ambidexterity were 4.015, 

3.533, 3.993, and 4.062, respectively (with standard 

deviations of 0.441, 0.705, 0.457, and 0.444, 

respectively). These figures suggest a high level of 

competence in intellectual capital and knowledge 

management capability, indicating their significant 

role in achieving firm success. This analysis utilized 

factor loadings for each item greater than 1, employing 

a cutoff value of 0.40 as per Nunnally and Bernstein 

(1994). As summarized in Table 1, all reliability 

coefficients for the constructs (0.79–0.90) exceeded 

the 0.70 benchmark. The measured reliability for 

intellectual capital, knowledge management capability, 

innovation ambidexterity, and intangible resources 

advantage were 0.844, 0.901, 0.790, and 0.835, 

respectively. 

Confirmatory factor analysis (CFA) was applied 

to evaluate convergent and discriminant validity. 

Convergent validity was assessed by examining 

whether the indicators of the same construct have high 

correlations among themselves. The loadings of each 

item should be higher than 0.7, indicating good 

convergent validity. For discriminant validity, all item 

loadings should have the strongest loadings on their 

corresponding construct compared with other 

constructs. The discriminant validity of all constructs 

was found to be good. 

Table 2 presents the correlations between 

different variables. This study assessed construct 

reliability, as well as convergent and discriminant 

validity, to ensure that all reflective constructs are 

reliable and valid. To assess reliability and average 

 

Fig. 1. Research framework. 
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variance extracted (AVE) should be higher than 0.7 

and 0.5, respectively. Table 2 shows that intellectual 

capital exhibits the strongest correlation with 

knowledge management capability (r = 0.352**, p ≤ 

0.001). Additionally, knowledge management 

capability demonstrates the strongest correlation with 

innovation ambidexterity (r = 0.466**, p ≤ 0.001). 

After examining the relationships among each variable, 

the analysis reveals a spectrum of low to moderate, 

positive, and significant relationships. There is no 

evidence of multicollinearity among the variables, as 

indicated by variance inflation factor (VIF) values 

ranging from 1.004 to 1.525 (Hair et al., 2010). A VIF 

of 1.0 suggests the absence of multicollinearity, while 

a maximum VIF exceeding 10.0 indicates its presence. 

As depicted in Table 1, there are no issues of 

collinearity in this dataset, as the correlations between 

the independent variables are not high. 

 

4.2. Hypotheses Testing 

Table 3 shows the hierarchical regression 

analysis between the independent and dependent 

variables. Both steps 2 and 4 provide strong support 

for the hypotheses. Specifically, the analysis revealed 

highly significant coefficients for the relationship 

between intellectual capital and knowledge 

management capability (β = 0.363, p < 0.001) and for 

the relationship between knowledge management 

capability and innovation ambidexterity (β = 0.257, p 

< 0.01). This robust statistical evidence solidly 

supports hypotheses H1 and H2. 

The analysis yielded an R² value of 0.173, 

suggesting that 17.3% of the variance in knowledge 

management capability could be accounted for by 

intellectual capital. Additionally, 35.1% of the 

variation in knowledge management capability was 

found to be positively associated with innovation 

ambidexterity. Step 4 focused on testing the 

moderating influence of intangible resources 

advantage through interaction for hypothesis H3. The 

results from the moderated regression analysis in step 

3 were statistically significant, leading to a significant 

increase in explained variance (adjusted R² = 0.348). 

In this step, it was observed that intangible resources 

advantage had a positive moderating effect (β 

intangible resources advantage × knowledge 

management capability = 0.128, p < 0.05) on the 

interactive relationship between knowledge 

management capability and innovation ambidexterity. 

Comparing these four steps revealed incremental 

increases in R² at each stage of the hierarchical 

analysis, suggesting the direct effects of the 

independent variables (Cohen et al., 1983). To aid in 

interpreting the moderating effects, graphical 

representations of the interactions are presented. 

 

Table 1. Summary statistics of the measurement analysis. 

 

Variables Mean SD Item loadings Cronbach's alphas (α) 

Intangible resources advantage 3.993 0.457 0.818–0.863 0.790 

Knowledge capability management 3.533 0.705 0.802–0.898 0.901 

Intellectual capital 4.015 0.441 0.716–0.842 0.844 

Innovation ambidexterity 4.062 0.444 0.734–0.849 0.835 

Notes: **Correlation is significant at the 0.01 level (2-tailed).  

 

 

Table 2. Inter-factor correlations and related AVEs. 

 

Construct (1) (2) (3) (4) 

(1) Intangible resources advantage 0.879    

(2) Knowledge capability management 0.557** 0.927   

(3) Intellectual capital 0.765** 0.352** 0.893  

(4) Innovation ambidexterity 0.551** 0.466** 0.477** 0.888 

Notes: The bold, underlined figures on the diagonal are AVEs. 
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5. Discussion and Contributions 

This study aimed to explore how intellectual 

capital and knowledge management capability 

influence each other, with a particular focus on the 

moderating role of intangible resources advantage in 

enhancing innovation ambidexterity. The results 

revealed distinct patterns in the adoption of knowledge 

management capability based on levels of intellectual 

capital (refer to Table 3). Notably, an intriguing 

finding was the positive and statistically significant 

interaction of intangible resources advantage on the 

relationship between knowledge management 

capability and innovation ambidexterity. To better 

illustrate this interaction, graphical representations of 

the relationship between knowledge management 

capability and innovation ambidexterity under varying 

levels of intangible resources advantage are provided 

in Table 3. 

Following this, a detailed discussion on all three 

proposed hypotheses is presented. Hypothesis H1 

suggested that intellectual capital significantly 

influences knowledge management capability. As 

demonstrated in regression step 2 of Table 3, this 

proposition received empirical support. Additionally, 

these results corroborated a prior study by Tsou and 

Chen (2020), which proposed that human capital (HC) 

positively impacts a firm's learning capabilities by 

enabling individuals to learn and apply their 

knowledge and experiences within organizations to 

generate innovative ideas. Indeed, strong human 

capital allows organizations to acquire new 

information and enhance individual abilities. This, in 

turn, creates opportunities for learning capability 

development, the integration of new knowledge with 

existing knowledge, and reconfiguration in response 

to environmental changes (Altintas & Ambrosini, 

2019). 

Highly educated, skilled, and experienced 

workers are better able to recognize opportunities and 

risks and adapt to changing conditions. Employees' 

capacity to effectively integrate, reconfigure, and 

reallocate resources and capabilities, as well as learn, 

apply, and share essential and valuable information, 

are the primary drivers of this process. 

The results of H2 indicated that knowledge 

management capability has a positive effect on 

innovation ambidexterity, as shown in regression step 

3 of Table 3. Therefore, the research findings align 

with those of researchers like Soto-Acosta et al. (2018), 

who elucidated that organizations' capacity to employ 

exploratory and exploitative innovation is contingent 

upon their ability to promptly respond to external 

shifts brought about by changes in customer 

preferences, technological advancements, or 

fluctuations in product demand, in addition to the 

development of various internal capabilities like 

information technology and knowledge management. 

According to Del Giudice and Della Peruta (2016) and 

Abubakar et al. (2019), the proliferation of knowledge 

and knowledge management systems (KMSs) has led 

to the development of integrated and shared systems 

that enhance corporate performance. 

Furthermore, while earlier research (López-Sáez 

et al., 2010) suggested that acquiring knowledge from 

external sources and assimilating and applying it aids 

companies in pursuing new market opportunities and 

improving innovation performance, the present study's 

findings provide a more nuanced understanding of 

Table 3. Hierarchical regression analysis. 

 

 Knowledge capability 

management 

Innovation ambidexterity VIF 

Step 1 Step 2 Step 3 Step 4  

Firm size -0.051 -0.064  0.057  0.051 1.199 

Firm age  0.339 0.366 -0.134    -0.110 1.236 

Intellectual capital     0.363***   1.004 

Knowledge capability management 

Intangible resources advantage     

Knowledge capability management 

*Intangible resources advantage     

   0.257** 

 0.407*** 

   0.302** 

      0.383*** 

   0.128* 

1.525 

1.492 

1.067 

F  2.244   7.053** 13.545***   12.123***  

R2  

Adjusted R2 

0.042 

0.023 

0.173 

0.149 

 0.351 

 0.325 

0.380 

0.348 

 

Notes: ***Significant at the 0.001 level; **Significant at the 0.01 level; *Significant at the 0.05 level.  
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how knowledge management capabilities foster 

innovation ambidexterity. This result is consistent with 

the findings of innovation research, which suggests 

that knowledge is a company's most strategic source 

of capital for innovation potential (Martinez Conesa et 

al., 2017; Soto-Acosta et al., 2016). 

To test the moderating role of intangible 

resources advantage in the relationship between 

knowledge management capability and innovation 

ambidexterity, the forecasting results indicate that the 

interaction effect of intangible resources advantage 

increases the predictive power from 32.5% to 34.8%. 

This demonstrates that the relationship between 

knowledge management capability and innovation 

ambidexterity significantly strengthens when an 

organization possesses an advantage in intangible 

resources, as shown in the analysis in step 4 of H3. 

Saunila and Ukko (2014) stated that innovation 

capabilities are largely derived from intangible assets, 

which Itami (1987) described as including employee 

know-how, managerial systems, company reputation, 

intellectual property, and informal social networks. 

 

5.1. Practical Implications  

The practical significance of this research lies in 

highlighting the vital connection between intellectual 

capital and knowledge management capability, which 

holds importance for both researchers and 

practitioners. The study underscores that intellectual 

capital plays a crucial role in knowledge management 

capability, and its integration with intangible resource 

advantage has a positive moderating effect. This 

finding offers valuable insights for firms aiming to 

enhance their understanding of the benefits associated 

with developing knowledge management capability 

and fostering innovation ambidexterity. Consequently, 

managers and organizations may face challenges in 

exerting managerial control to ensure the success of 

innovation ambidexterity. 

The insights derived from the study of 

knowledge management capability, innovation 

ambidexterity, intellectual capital, and intangible 

competitive advantage offer several practical 

implications for organizations striving to maintain a 

competitive edge in today's dynamic business 

environment. 

First, organizations should prioritize the 

development and enhancement of their intellectual 

capital. This includes continuous investment in 

employee training and development (human capital), 

refining organizational processes and systems 

(structural capital), and fostering strong relationships 

with external stakeholders (relational capital). The 

Knowledge-based View (KBV) holds that knowledge 

management capability (KMC) is an essential 

component of organizations (Tseng, 2016) and plays a 

major role in the growth of innovation (Taghizadeh et 

al., 2020). By doing so, companies can create a robust 

foundation for effective knowledge management and 

innovation. Second, implementing comprehensive 

knowledge management systems is crucial. 

Organizations should develop systematic processes for 

creating, sharing, and utilizing knowledge. This can be 

achieved through the use of advanced technologies 

such as knowledge management software, intranets, 

and collaborative platforms. Encouraging a culture of 

knowledge sharing and continuous learning within the 

organization is also essential. Third, to achieve 

innovation ambidexterity, organizations need to 

balance exploratory and exploitative innovation 

activities. This requires a dual focus on exploring new 

opportunities and refining existing capabilities. 

Companies should establish dedicated teams or 

departments for both types of innovation, ensuring that 

resources and support are allocated appropriately to 

each. March (1991) asserts that innovation can 

produce desired performance benefits when 

exploration and exploitation are balanced. Fourth, 

organizations should recognize the value of intangible 

assets such as brand reputation, intellectual property, 

and customer relationships. These assets often provide 

a sustainable competitive advantage that is difficult for 

competitors to replicate. Effective management and 

strategic utilization of these intangible assets can 

enhance both exploratory and exploitative innovation 

efforts. Fifth, creating an organizational culture that 

supports innovation is vital. Leadership should 

encourage risk-taking, experimentation, and creativity. 

Providing employees with the freedom to explore new 

ideas and recognizing and rewarding innovative 

contributions can drive a culture of continuous 

improvement and innovation. 

Therefore, organizations should establish 

metrics to assess the effectiveness of their knowledge 

management practices. This includes measuring the 

creation, sharing, and application of knowledge within 

the organization. Despite the fact that knowledge is a 

valuable resource with significant strategic potential 

for any business, that business needs a Knowledge 

Management Capability to assess and react swiftly to 

rivals' actions (Yang, 2020). Regular evaluation of 
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these metrics can help identify areas for improvement 

and ensure that knowledge management efforts are 

aligned with organizational goals. Besides that, 

integrating knowledge management and innovation 

strategies into the overall business strategy is essential. 

This ensures that knowledge management and 

innovation efforts are aligned with the organization's 

strategic objectives, enhancing coherence and 

effectiveness. Senior leadership should actively 

participate in and support these initiatives to 

demonstrate their importance. 

 

5.2. Limitations and Future Research Directions     

This study has certain limitations that open up 

avenues for future research. One limitation is the use 

of cross-sectional data, which prevents a clear 

determination of the temporal sequence in the 

relationships between intellectual capital, knowledge 

management capability, intangible resource advantage, 

and innovation ambidexterity. Therefore, developing a 

time-series analysis and conducting research within a 

longitudinal framework would offer greater insights 

into causality. Additionally, further exploration in 

different countries and contexts is necessary to 

generalize the findings and broaden the understanding 

of these relationships. 
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Abstract 

Atherosclerotic disorders, such as peripheral artery disease (PAD), have a significant negative impact on patient outcomes. 

Inadequate treatment and poor detection rates can result in cardiovascular complications and limb loss. There is great 

promise for improving the detection and treatment of PAD and other medical disorders through machine learning (ML) 

and artificial intelligence (AI) techniques. This paper highlights the use of field-programmable gate arrays (FPGAs) and 

application-specific integrated circuits (ASICs) to implement the fundamental ideas of AI and ML, specifically in the 

treatment of PAD. It emphasizes how these technologies can enhance drug selection, improve patient care, and refine 

disease phenotyping. This paper also describes how the integration of AI and ML with FPGA and ASIC technology can 

provide accurate and effective solutions to complex medical challenges, representing a significant breakthrough in 

medical analytics.  

Keywords: Application-Specific Integrated Circuits, Field-Programmable Gate Arrays, Machine Learning, Peripheral 

Arterial Disease 

 

1.  Introduction 

The cardiovascular condition known as 

peripheral artery disease (PAD) is caused by 

atherosclerosis, which restricts blood flow to the 

arteries and surrounding tissues (Campia et al., 2019; 

Criqui et al., 2015; Nordanstig et al., 2020; Rafnsson 

et al., 2020). After coronary artery disease and stroke, 

PAD is now the third most common atherosclerotic 

cardiovascular disease in terms of patient population 

(Criqui et al. 2015; Olin, 2000; Venkatesh et al., 2017). 

The most common symptom of PAD is intermittent 

claudication, an ischemic pain that arises when 

working leg muscles do not receive enough oxygen 

(Schorr et al., 2013). Over time, sedentary behavior 

tends to increase in PAD patients. Fig. 1. shows the 

difference between a normal artery and an artery with 

plaque. 

 
Fig. 1.   Normal artery and artery with plaque. (Reproduced 

from Dr. Abhilash, 15 December 2016) 

 

Furthermore, functional impairment usually 

occurs before the diagnosis of PAD, and silent, 

undiagnosed PAD is linked to worse outcomes 

compared to intermittent claudication (Thrall et al., 
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2018). It was estimated that more than 237 million 

adults aged 25 and older had PAD over the past 

decade, with prevalence sharply rising with age 

(Lareyre et al., 2023). Epidemiologic research also 

indicates a marked rise in the prevalence of PAD, 

particularly in low- and middle-income nations, 

suggesting the potential for a widespread PAD 

pandemic (Criqui & Aboyans, 2015). Treatments that 

are frequently employed include medication, surgery, 

and lifestyle changes; however, these may cause 

serious side effects and may not be suitable for 

everyone (Venkatesh et al., 2017). PAD risk is strongly 

associated with traditional cardiovascular risk factors, 

such as diabetes, smoking, and advanced age (Criqui 

& Aboyans 2015) Historically, PAD has received less 

attention than coronary artery disease and stroke, but 

in recent years, more focus has been paid to it, leading 

to new epidemiological advances (Olin 2000). A more 

severe form of cardiovascular disease that requires 

additional clinical care, is known as polyvascular 

disease. This disease is characterized by 

atherosclerosis in several artery beds. PAD can raise 

the risk of unfavorable outcomes by an equal amount 

or greater than that of heart disease or stroke (Schorr 

et al., 2013). The classification of PAD is shown in Fig. 

2.  

Early detection of PAD would allow for timely 

treatment that can slow the disease’s progression, 

hence lowering the risk of major cardiovascular events. 

Nevertheless, in a primary care context, 40–60% of 

patients with PAD remain undiagnosed (Thrall et al., 

2018). Ankle-brachial index (ABI) testing is the 

standard diagnostic procedure, but it is an expensive, 

highly specialized test that needs trained technologists 

in a vascular lab setting (Currie, 2019). Although 

physiological factors can impact the pulse wave 

recording technique, pulse wave measurements have 

shown potential for effectively detecting PAD, similar 

to ABI testing (Altman et al., 2024). Peripheral blood 

flow is necessary for a pulse wave to occur, and 

sympathetic nerve input, rather than vascular patency 

may influence pulse wave characteristics (Altman et 

al., 2024). Furthermore, by lowering blood flow, 

severe congestive heart failure can mimic inflow 

illness (Altman et al., 2024). Further investigation is 

required to establish the screening and diagnostic 

validity of pulse wave velocity measurements, which 

are a reliable hemodynamic measure for detecting 

PAD (Iglehart, 2006). Because PAD can mimic other 

conditions and is associated with aging, its diagnosis 

can be challenging. To help healthcare providers 

identify high-risk patients in their everyday clinical 

 

Fig. 2. Classification of peripheral arterial diseases (PAD). 
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practice, a non-invasive screening method is needed. 

The symptoms of PAD include claudication, unusual 

leg discomfort, and critical limb ischemia, which can 

result in ulcerations and possibly amputation. PAD is 

defined by an ABI of less than or equal to 0.90 

(Nordanstig et al., 2020). 

 

1.1. Prevalence and Clinical Significance of 

Peripheral Artery Disease 

Prevalence: PAD involves the atherosclerotic 

narrowing or occlusion of arteries other than the 

coronary arteries and the aorta. It affects various 

arteries, including the carotid, vertebral, mesenteric, 

renal, and limb arteries. 

Risk Factors: Common risk factors include 

smoking, hypertension, dyslipidemia, diabetes, and 

autoimmune/inflammatory conditions. 

Clinical significance: PAD is associated with 

increased cardiovascular morbidity and mortality, and 

it significantly impairs quality of life. 

Screening and diagnosis: Screening for PAD 

involves assessing risk factors and symptoms, as well 

as using tools like the ABI and various imaging 

modalities. 

 

1.2. Challenges in Current Diagnostic Methods 

Although PAD, often caused by atherosclerosis, 

can affect any artery outside the heart and brain, it is 

frequently linked to conditions of the lower limbs. The 

prevalence of PAD is increasing worldwide, especially 

in low- and middle-income nations, with significant 

rises in cases (Aboyans et al., 2017). Among the risk 

factors include diabetes, hypertension, and smoking 

(Criqui & Aboyans 2015). Chronic limb-threatening 

ischemia and intermittent claudication are two 

possible indications of PAD (Aboyans et al., 2018). 

Management of PADs typically involve secondary 

prevention, risk factor elimination, and early diagnosis 

(Venkatesh et al., 2017). In severe cases, 

revascularization may be necessary in addition to 

medications and lifestyle modifications (Adegbola et 

al., 2022). 

 

1.3. Invasive and Non-Invasive Methods for 

Peripheral Artery Disease Diagnosis 

Since the 1670s, various invasive and non-

invasive diagnostic tools have been developed to 

address peripheral vascular diseases. These tools help 

in precise diagnosis and treatment planning. Imaging 

methods for PAD are categorized into non-invasive 

and invasive modalities, each with distinct advantages, 

disadvantages, and associated costs (Lareyre et al., 

2023). 

 

1.3.1.  Non-Invasive Methods 

1. Color duplex ultrasound 

Benefits: Non-invasive, non-ionizing, requires no 

contrast agent, provides hemodynamic data, and is 

useful for follow-up. 

Cons: Requires an operator, it has a narrow range 

of vision; takes longer to examine; and can't evaluate 

calcified vessels as thoroughly. 

2. Computed tomography (CT) angiography 

Benefits: Non-invasive, low cost, high 

availability, quick three-dimensional (3D) imaging, 

excellent spatial resolution, and the ability to post-

process data. 

Cons: Limited evaluation of calcified and infra-

popliteal vessels; iodinated contrast material is 

necessary; ionizing radiation is used. 

3. CT with dual energy 

Benefits: High spatial resolution, exceptional 

image quality in remote areas, and the ability to 

examine tissue in greater detail. 

Cons: Limited accessibility and requires 

specialist equipment; ionizing radiation is used. 

4. CT using photon counting 

Benefits: Minimizes blooming artifacts, provides 

intrinsic spectral information, results in minimal 

radiation exposure, offers excellent contrast-to-noise 

ratio, and has high spatial resolution. 

Cons: Restricted accessibility and involves 

ionizing radiation. 

5. Magnetic resonance imaging (MRI) 

Benefits: Non-invasive, does not require contrast 

material, offers high resolution, provides flow-

independent assessment of vessels below the knee, 

delivers excellent soft tissue contrast for evaluating 

plaque, provide hemodynamic information, and uses 

gadolinium-based contrast that is more tolerable for 

patients with impaired renal function. 

Cons: Greater cost compared to CT; longer 

acquisition time; limited assessment of calcifications 

due to certain procedures; claustrophobic difficulties; 

limitations with non-MRI conditional devices. 

 

1.3.2.  Invasive Methods 

1. Digital subtraction angiography 

Advantages: High resolution, fast. 
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Disadvantages: Invasive, requires iodinated 

contrast material, limited ability to assess vessel wall. 

2. Intravascular ultrasound 

Advantages: Provides widespread, detailed 

diagnostic information on lumen size, vessel wall, and 

plaque burden. 

Disadvantages: Susceptible to artifacts, lower 

frame rate, operator dependent. 

3. Optical coherence tomography 

Advantages: High resolution, provides both two-

dimensional and 3D images, suitable for smaller 

vessels. 

Disadvantages: Limited penetrative depth, 

restricted field of view, requires saline irrigation 

accompanied by inflow occlusion. 

4. Angioscopy 

Advantages: Direct visualization of vessel wall and 

wall-associated structures, provides colored images. 

Disadvantages: Cannot measure disease 

presence, plaque volume, content, or depth; requires 

saline irrigation accompanied by occlusion. 

This comprehensive comparison aids in selecting 

the most appropriate imaging modality based on 

clinical needs, patient condition, and available 

resources (Lareyre et al., 2023). 

 

1.4.  Advantages over Traditional Methods 

the Management of PAD involves 

revascularization, advanced diagnostics, and post-care 

to prevent complications. Challenges include 

embolization, calcification, and restenosis. New 

treatments feature less invasive methods, drug-eluting 

technologies, and biomimetic stents, enhancing 

outcomes. Machine learning (ML) and real-time data 

improve early diagnosis and treatment of PAD 

(Beckman et al., 2021). Nanotechnology in testing 

offers cost-effective, faster, more accurate, and 

sensitive solutions, aiding in the identification and 

management of PAD (Geiss et al., 2019). With these 

technological advances, PAD can now be diagnosed 

and treated with greater accuracy, potentially 

improving patient outcomes and quality of life 

(Elbadawi et al., 2021).  

Building on the progress in PAD treatment, 

Section 2 provides an overview of ML, including its 

various types. In Section 3, we explore how ML is 

applied in the medical field, particularly for 

diagnosing PAD. Section 4 focuses on the use of ML 

with field-programmable gate arrays (FPGA) 

technology for PAD diagnosis, discussing both its 

advancements and limitations. Section 5 examines 

how ML integrates with artificial intelligence (AI) and 

application-specific integrated circuits (ASIC) 

technologies in medical diagnosis, highlighting 

improvements with AI performance and efficiency for 

PAD diagnosis. The review will conclude with 

proposed work and final thoughts. 

 

2.  Artificial Intelligence Technologies in 

Healthcare 

Artificial intelligence and ML can greatly 

enhance healthcare by predicting illness outcomes, 

patient readmissions, and therapy responses (Jiang et 

al., 2017). Deep learning improves diagnostic 

accuracy in medical image analysis using MRIs, CT 

scans, and X-rays (Litjens et al., 2017). Natural 

language processing extracts valuable information 

from clinical documentation, improving decision-

making and data accuracy. AI in genomic medicine 

identifies genetic markers, understands genetic 

variations, and develops personalized therapies, thus 

advancing precision medicine. ML accelerates drug 

discovery, reducing risk and improving decision-

making in target validation and drug design. In 

personalized medicine, AI tailors treatments based on 

genetic profiles and previous responses, optimizing 

success rates and minimizing adverse effects (Kourou 

et al., 2015).  

Artificial intelligence in robotic surgery enhances 

precision, reduces errors, and improves patient 

outcomes (Hashimoto et al., 2018). Wearable sensors 

enable remote patient monitoring, with AI analyzing 

data and alerting healthcare providers to health trends 

(Rojas & Wang, 2020). AI also improves electronic 

health record (EHR) management, enhancing data 

accuracy, care coordination, and administrative 

efficiency. Addressing concerns about patient privacy, 

bias, and transparency is crucial for the ethical use of 

AI in healthcare (Rojas & Wang, 2020). 

 

2.1.  Machine Learning and Its Applications in 

Medical Diagnosis of Peripheral Artery Disease  

The ability of machine to independently simulate 

intelligent activity using ML has significantly 

advanced in the field of computer science (Bini, 2018), 

leading to its increasing application in various fields, 

including medicine. The use of AI in medicine has 

expanded rapidly, with collaborations between the 

medical field and AI garnering significant attention 

from the global economy, particularly in 2016 (Buch 

et al., 2018). AI’s role in medicine primarily involves 
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automating diagnostic procedures and managing 

patient care, which allows medical professionals to 

focus on more complex, non-automatable tasks. 

In medical applications, ML is typically 

categorized as supervised learning, where output 

variables are predicted from input data, and 

unsupervised learning, which involves clustering 

different groups based on specific interventions. This 

growing utilization of ML is not limited to direct 

medical care but extends to areas like human resources, 

allowing practitioners and specialists to build 

sophisticated models and extract valuable medical 

knowledge. 

Machine learning predictive models are 

particularly useful in clinical settings, where they can 

improve decision-making and even autonomously 

diagnose various disorders (Criqui et al., 2015; Schorr 

et al., 2013). Furthermore, corporations leveraging ML 

in drug prescription can help physicians identify new 

medical opportunities, potentially saving lives by 

accurately detecting pathologies (Lo et al., 2018). 

Additionally, by reducing medical expenses, 

stabilizing patient flow, and improving data quality, 

ML models offer a more effective alternative to 

traditional diagnostic methods (Napolitano et al., 

2016). 

The next section explores how ML is applied to 

PAD, how it enhances diagnostic accuracy, facilitates 

early detection, and ultimately improves patient 

outcomes. By analyzing large sets of vascular data, 

ML models are instrumental in identifying patterns 

that may go unnoticed using traditional diagnostic 

methods. This section delves into the effectiveness of 

these techniques, providing actionable insights that 

support clinicians in making more informed decisions 

regarding PAD treatment and management. 

It also highlights how ML could enhance clinical 

care and medical research, especially when applied to 

electronic health data (Jordan & Mitchell, 2015). 

Moreover, ML methods are emphasized for their 

capacity to identify illnesses and forecast health 

outcomes. For example, predicting the course of 

diabetes from electronic health information and 

classifying skin cancer from photos are two notable 

applications (Esteva et al. 2017). 

Researchers have gained new insights from 

clinical incident reports by integrating ML with natural 

language processing strategies (Ong et al., 2012) 

integrated in social networking sites. Evaluations of 

physician performance and patient testimonials 

following beneficial cancer therapies have been 

enhanced using ML (Ong et al., 2012). 

 Current PAD treatments often use a generic 

approach, but research is exploring more options 

beyond aspirin, statins, and smoking cessation, despite 

their higher costs and risks (Flores et al., 2021). ML 

models can optimize PAD treatment for patients with 

comorbidities by analyzing drug interactions and 

polypharmacy side effects. Training these algorithms 

on PAD patients data can help create synchronized 

treatment plans, replacing reductionist approaches 

with AI that identifies PAD subgroups and integrates 

polypharmacy and pharmacogenetics data. Advanced 

data science can also assess long-term therapy safety 

in real-world contexts, addressing clinical trial 

exclusions, like those with congestive heart failure on 

cilostazol, which showed no adverse effects (Brass et 

al., 2006).  

Machine learning can identify complex PAD risk 

factors using EHR data but requires structured data 

and portable analysis pipelines. Improved prediction 

models, such as those for surgical site infections and 

limb ischemia post-revascularization, can enhance 

PAD treatment and outcomes (Brass et al., 2006). 

Combining clinical and imaging data, like Doppler 

waveforms and CT angiograms, using ML and 

computer vision can further improve PAD diagnosis 

and reduce invasive procedures (Misra et al. 2019). 

Different researchers have applied various ML 

algorithms to a range of diseases and have assessed 

their respective advantages and disadvantages. For 

diseases similar to PAD, these findings have been 

summarized in Table 1, highlighting the advantages 

and disadvantages of each algorithm.  

Fig. 3 depicts the number of papers published on 

ML for PAD from 2002 to 2024, with a substantial 

upward trend. The data, derived from the Scopus 

database, reveal consistent growth in publications over 

time, with a notable surge in recent years as the use of 

ML in healthcare has gained traction. 

 

2.2.  Types of Machine Learning Techniques Used 

Machine learning techniques are becoming 

increasingly effective in risk assessment, disease 

prognosis, and image-based diagnosis. With a wide 

range of applications, ML is one of the fastest-growing 

fields in computer science. It involves the automatic 

identification of significant patterns in data. Giving 

algorithms the capacity to learn and adapt is the focus 

of ML tools (Shalev-Shwartz & Ben-David 2014). ML 

algorithms are classified based on their intended 

outcomes. Supervised learning converts inputs into 

desired outputs and is common due to its role in 
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teaching classification systems. The complexity of Table 1. Types of machine learning algorithms and their advantages and disadvantages. 

ML algo-

rithm 

Advantages Disadvantages 

KNN - A model that is inexpensive and simple to use. 

- Is utilized in both regression and classification. 

- Handles multiclass situations seamlessly. 

- The computation is quite high. 

- Classification costs for unknown records 

are comparatively high. 

- Elevated sensitivity to irrelevant features. 

K-Means - Simple to execute. 

- More effective when variables are larger than hier-

archical clustering. 

 

- It is challenging to estimate the K value. 

- Performance declines with a globular clus-

ter. 

- Sensitive to noise and anomalies. 

SVM - Can handle linear and nonlinear data. 

- Lower likelihood of overfitting. 

- Scales well with high-dimensional data. 

- Performance degrades when dealing with 

huge datasets.  

- Choosing a good kernel function is chal-

lenging. 

- Less effective in noisy datasets. 

Naïve Bayes - Convenient for large datasets. 

- Handles both discrete and continuous data. 

- Can be applied to both multiple and binary classifi-

cation. 

- Insensitive to irrelevant features. 

- Computationally demanding, particularly 

for models with many variables. 

- Models that have been properly trained and 

applied may occasionally underperform. 

- Lack complexity. 

Logistic re-

gression 

- Computationally effective. 

- Simple regularization. 

- No scaling is needed for input features. 

- Solving a nonlinear problem is challenging. 

- Risk of overfitting. 

 

Decision tree - Utilized for classification as well as regression. 

- Simple management of both categorical and numer-

ical data. 

- Overfitting could happen if the tree is con-

structed repeatedly. 

- Larger trees become challenging to under-

stand. 

Random For-

est 

- Applicable to both classification and regression 

problems. 

- Solves overfitting issues in a decision tree. 

- Training takes a long time. 

- Complexity increases. 

Deep learning 

 

 

- Automatically identifies features. 

- Applicable to several types of data. 

- For training, GPUs are required. 

- Complicated data models make training ex-

tremely expensive. 

Abbreviations: GPU: Graphics Processing Units; KNN: K-Nearest Neighbors; SVM: Support Vector Machine. 

 

 

Fig. 3. Number of papers published on machine learning for peripheral arterial disease from 2002 to 2024. Source: 

http://www.webofscience.com 
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teaching classification systems. The complexity of 

data generation has led to the adoption of both 

supervised and unsupervised techniques (Shalev-

Shwartz & Ben-David, 2014), enabling accurate 

predictions on unseen data (Sarker, 2021). 

 

2.2.1. Unsupervised Learning and Semi-Supervised 

Learning 

Unsupervised learning allows machines to 

recognize patterns in unlabeled data, making it useful 

for tasks like clustering. Semi-supervised learning 

combines labelled and unlabeled data. In this 

approach, a supervised algorithm is trained on labeled 

data, while an unsupervised algorithm is used to label 

new instances for further training (Smiti, 2020). 

 

2.2.2. Reinforcement Learning 

By using prior experience, this ML technique 

enables robots or agents to determine the most optimal 

behavior in a given scenario. Machines gather 

information during training to enhance their 

functionality (Smiti, 2020). 

Each ML algorithm has a unique set of benefits 

and limitations. While some are more focused on 

specificity or computing efficiency, others are 

especially excellent in terms of accuracy and 

sensitivity. The trade-offs highlighted in these 

comparisons underscore how different algorithms 

perform better for different datasets or tasks. 

Therefore, the ideal approach to use relies on the 

unique requirements and limitations of the application. 

To analyse the efficacy of ML algorithms, a number of 

researchers have investigated their application across 

a variety of datasets and assessed important 

performance measures like accuracy, sensitivity, 

specificity, and F1 score. Both Random Forest and 

Support Vector Machine (SVM) algorithms are ideal 

due to their high accuracy and ability to handle 

complex data, with Random Forest effectively 

mitigating overfitting and SVM adept at managing 

high-dimensional data. 

                                                                                                                                  

2.3.  Future-Challenges and Concepts to Consider 

Prospective assessment: ML and AI in vascular 

medicine show great promise but need real-world 

validation and comparison with standard care to avoid 

overdiagnosis and overtreatment. Improved diagnostic 

accuracy from EHRs could enhance treatment 

adherence (Rolls et al., 2016) 

Data interoperability: Large, diverse datasets are 

essential for ML and AI development. Challenges in 

data interoperability among EHRs, hospitals, and 

health systems can be mitigated by Common Data 

Models and Fast Healthcare Interoperability 

Resources. Wider acceptance of these standards is 

needed (Rolls et al., 2016). 

Algorithm inaccuracy: Addressing programmed 

bias is crucial, as ML algorithms can perpetuate 

existing biases, especially affecting marginalized 

groups like Black and Native American people. 

Diverse datasets and transparency are essential to 

prevent this risk (Rolls et al., 2016). 

Confidentiality and safety: Patient privacy must 

be protected. Blockchain and federated learning are 

being explored to securely combine data and build 

models while maintaining privacy (Yang et al., 2019). 

 

Fig. 4. Classification of machine learning (ML). Abbreviations: DBSCAN: Density-Based Spatial Clustering of Applications with 

Noise; FP: Frequent Pattern; KNN: K-Nearest Neighbors; SVM: Support Vector Machine. 
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Execution: Early collaboration among data 

scientists, clinicians, and implementation scientists are 

key for intuitive AI tool integration. Design thinking, 

coupled with consideration of end-user needs at all 

stages, can prevent workflow issues like EHR alert 

fatigue (Li et al., 2020). 

 

 
 

Fig. 5. Machine learning process. 

 

3.  Field-Programmable Gate Arrays in Peripheral 

Artery Disease Diagnosis 

Among the more contemporary methods, the 

FPGA-based hardware solution has emerged as one of 

the most commonly utilized in the healthcare field. 

However, the restructuring of material and temporal 

limits of current technologies presents a significant 

challenge to these methodologies. Despite this, FPGA 

circuits are favored due to their parallel and connected 

designs, low cost, reconfigurable features, and special-

purpose circuits. In particular, a real-time architecture 

built on FPGA is proposed to speed up feature 

extraction as well as initial diagnosis (Gu et al., 2016). 

Application-specific integrated circuits, on the 

other hand, provide excellent performance and low 

power consumption, as they are designed for specific 

uses. ASICs are particularly essential for integrating 

unique designs into medical imaging equipment, 

ultimately leading to smaller form factors and lower 

costs for designs produced in large quantities (Talib et 

al., 2021). Similarly, FPGAs are highly useful in the 

medical field due to their post-fabrication 

reconfiguration capability. Owing to their adaptability 

to design changes and enhancements, FPGAs are often 

recommended for systems that require high 

performance, particularly in cases with real-time 

processing demands (Talib et al., 2021). 

Table 2. Comparison of the results based on various machine learning techniques. 

Authors 
Machine learning 

techniques used 

Number of datasets 

used 
Accuracy Sensitivity Specificity 

F1 

score 

Weissler et al., 2023 Not specified Large cohort dataset 86% 87% 85% 0.84 

Tomkins et al., 2023 Random Forest Single large cohort 88% 81% 90% 0.76 

Hogg et al., 2023 Not specified 
2/3 training, 1/3 test 

set 
85% 83% 87% 0.8 

Jana et al., 2022 SVM, KNN 125 spectrograms 90.40% 79.97% 88.5–99% - 

Forghani et al., 2021 
Genetic algorithm, 

RU-Boost 

14 PAD patients, 19 

healthy individuals 
91.40% 90.00% 92.10% - 

Friberg et al., 2022 
NLP, Random for-

est 
800 ABI values 89% - - - 

Huthart et al., 2022 DUS 250 patient data 86% 81.00% 86.30% - 

Forghani et al., 2021 
Deep Learning: 

BiLSM 

14 PAD patients, 14 

healthy individuals 
94.80% 90.00% 97.40% 0.89 

Zhang et al., 2022 
LR, RF, XGBoost, 

LightGBM 
Not specified - 77% 72%-75% - 

Mistelbauer et al., 

2021 

CNN, RNN, U-

Net, Deep vessel 

net 

7,000 datasets 99.90% 92.90% - - 

Gao et al., 2022 LR, RF 539 patients - 100% 90.30% - 

Sasikala & Mohana-

rathinam, 2024 

KNN, LR, SVM, 

EDT, SGD, XG-

Boost 

(HB+SMOTE+ED

T) 

Cleveland dataset 99.20% 98.70% 99.12% 99 

Statlog dataset 98.52% 98.13% 98.72% 98.09 

Abbreviations: ABI: Ankle-brachial index; BiLSM: Bidirectional Long Short-Term Memory; CNN: Convolutional Neural Net-

work; EDT: Elastic Distributed Training; KNN: K-Nearest Neighbors; LR: Logistic regression; NLP: Natural language processing; 

PAD: Peripheral artery disease; RF: Random Forest; RNN: Recurrent Neural Network; SGD: Stochastic Gradient Descent; 

SMOTE: Synthetic Minority Oversampling Technique; SVM: Support Vector Machine. 
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Moreover, FPGA technology is rapidly 

advancing in the areas of medical imaging and signal 

processing, significantly enhancing both accuracy and 

reliability. With their ability to process large volumes 

of data quickly and implement real-time image 

processing algorithms, FPGAs play a crucial role in 

aiding doctors with patient diagnoses. Additionally, 

these advancements are improving signal processing 

techniques, such as digital filtering and image 

recognition, making FPGAs powerful tools for the 

future of patient care (Ramya, 2024). Thus, medical 

imaging increasingly relies on FPGAs to enhance 

performance and versatility. Through their capabilities, 

FPGAs improve processing speed, accuracy, and 

resilience, offering customized, cost-effective 

solutions. They are especially effective in handling 

data-intensive tasks, reconfigurability, high 

performance, low power consumption, and cost-

saving features, all of which enable real-time, accurate 

signal processing (Ramya, 2024). 

 

 
 

Fig. 6.  Block diagram for implementing medical 

image processing with machine learning on a field-

programmable gate array. 

 

Medical image processing with ML on an FPGA 

involves obtaining a raw medical image dataset, 

preprocessing it to improve quality using noise 

reduction and normalization, extracting features like 

edges and textures using edge detection and Histogram 

of Oriented Gradient algorithms, classifying or 

detecting results using trained convolutional neural 

networks (CNNs) or SVMs, and displaying the output 

on a user interface. 

 

3.1.  Advance Techniques Using Field-

Programmable Gate Arrays 

Field-programmable gate array capabilities 

capture the impact of enhanced control techniques, 

real-time simulation, and electronic instrumentation in 

areas like power systems, robotics, and mechatronics. 

Additionally, features such as hard memory controllers, 

analog resources, and floating-point operators offer 

significant benefits to designers, enabling more 

efficient and effective system designs (Rodríguez-

Andina et al., 2015). The integration of soft processor 

cores, embedded processors, and high-performance 

hardware peripherals within FPGAs facilitates the 

creation of powerful system-on-chip platforms. This 

trend is exemplified by the rise of FPGA-based 

systems on chip, which feature optimized architectures 

that enhance connectivity across various applications 

(Rodríguez-Andina et al., 2015). Moreover, new 

digital signal processing blocks, such as Altera’s 

variable precision digital signal processing blocks, 

specifically address fixed-point challenges, alleviating 

resource consumption and latency issues caused by 

mantissa alignment and normalization in traditional 

designs (Altera Corporation 2015).  

For instance, Ahmed et al. (2017) developed an 

FPGA-based system for the real-time detection of 

PAD using Doppler ultrasonography signals. Tested on 

150 patients (75 with PAD and 75 healthy), the system 

achieved 92% sensitivity and 89% specificity, further 

underscoring the FPGA’s real-time processing 

capability for clinical use.  

Smith et al. (2019) implemented an ML 

technique for PAD detection on an FPGA platform 

using an SVM classifier trained on Doppler 

ultrasonography signals. They tested it on 200 patients 

(100 with PAD and 100 healthy), achieving 94% 

accuracy. The study highlighted the FPGA’s fast 

processing and high accuracy, making it suitable for 

point-of-care diagnostics.  

Lee et al. (2021) developed a high-speed FPGA-

based system for diagnosing PAD using Doppler 

spectrograms. The system employed peak detection 

and fast Fourier transform for spectral analysis. Tested 

on 180 patients (90 with PAD and 90 healthy), it 

achieved 91% diagnostic accuracy, demonstrating 

faster processing than traditional methods and 

highlighting FPGA’s potential for efficient PAD 

detection in clinical settings. 

Zhang et al. (2022) developed a portable FPGA-

based device for PAD evaluation, integrating Doppler 

ultrasound signal acquisition, processing, and display. 

Tested on 120 patients (60 with PAD and 60 healthy), 

it achieved 88% sensitivity and 85% specificity. The 

study highlighted the potential of portable FPGA 

devices for PAD screening, especially in remote or 

resource-limited areas. 

Patel et al. (2016) developed an FPGA-based 

adaptive filtering system to enhance Doppler 

ultrasound signals for PAD detection. Using adaptive 

noise cancellation, the system improved signal clarity. 

Tested on 100 patients (70 with PAD and 30 healthy), 

it achieved 90% diagnostic accuracy, demonstrating 
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FPGA’s effectiveness in real-time signal enhancement 

for accurate PAD diagnosis. 

Gupta et al. (2018) developed an FPGA-based 

system for real-time hemodynamic analysis to detect 

PAD. Using Doppler ultrasound signals from 160 

patients (80 with PAD and 80 healthy), the system 

achieved 89% sensitivity and 87% specificity. The 

study highlighted FPGA’s capability for quick and 

accurate PAD diagnosis. 

Kim et al. (2020) developed an FPGA-based 

system using a CNN for PAD detection. Tested on 190 

patients (95 with PAD and 95 healthy), it achieved 

95% accuracy. The study demonstrated the integration 

of deep learning models with FPGA for high-accuracy, 

real-time PAD diagnosis.  

Zhao et al. (2021) developed a low-power FPGA-

based system for continuous PAD monitoring. Tested 

on 130 patients (65 with PAD and 65 healthy), it 

achieved 88% diagnostic accuracy. The study 

highlighted the importance of power efficiency in 

wearable and portable devices for PAD monitoring. 

Thompson et al. (2022) developed an FPGA-

based system integrating Doppler ultrasound and 

photoplethysmography for comprehensive PAD 

diagnosis. Tested on 150 patients (75 with PAD and 75 

healthy), it achieved 91% sensitivity and 90% 

specificity. The multi-sensor approach improved 

diagnostic accuracy and provided a thorough 

evaluation of PAD. 

PAD can also be analyzed using gait features. 

One study, in particular, utilized gait features to 

identify different stages of PAD. Fig. 5 illustrates the 

ML approach employed for PAD detection using these 

gait features. 

 

3.2.  Challenges of Using Field-Programmable Gate 

Arrays in Medical Diagnosis  

Complexity: FPGAs require deep understanding 

of Hardware Description Languages like VHDL and 

Verilog, deterring those accustomed to software 

solutions (Xie et al., 2019). 

Power consumption: High power usage makes 

FPGAs less suitable for portable devices (Lee et al., 

2020). 

Processing speed: FPGAs are slower than ASICs, 

which can be a limitation for real-time applications 

(Banerjee et al., 2018). 

High start-up costs: Significant initial 

investments are needed for design tools, intellectual 

property cores, and skilled personnel (Huang et al., 

2021). 

Scalability issues: Limited on-chip resources 

hinder FPGA’s ability in handling larger datasets or 

complex algorithms (Chen et al., 2017). 

Maintenance and upgrades: More effort is 

required compared to software-based systems (Patel et 

al., 2022). 

While FPGAs face challenges such as 

complexity, high power consumption, and scalability 

issues that can hinder their effectiveness in medical 

diagnosis, ASICs present a compelling alternative by 

offering tailored performance, lower power usage, and 

enhanced efficiency for specific applications. 

 

4. Application-Specific Integrated Circuits in 

Medical Imaging 

Application-specific integrated circuits are 

uniquely designed for specific uses, offering excellent 

performance, smaller form factors, and lower power 

consumption (Munn et al., 2011). They are crucial for 

medical imaging, enhancing computation and 

enabling parallel tasks (Alcaín, et al., 2021). ASICs 

reduce costs for high-volume designs and extend 

equipment life, making healthcare more accessible 

(Alcaín et al., 2017). Modern ASIC architectures 

provide competitive image processing with high-speed 

input/output, dedicated memory, and greater logic 

density, enabling novel medical imaging applications 

(Beyer et al., 2009). 

Artificial intelligence technologies like deep 

learning, ML, and neural networks are revolutionizing 

medical imaging. They improve visual recognition and 

data insights, enhancing efficiency, quality, and 

outcomes. Artificial neural networks use layers of 

nodes to process images, while deep learning, a more 

advanced form, uses multiple layers for detailed 

analysis (Langlotz et al., 2019). As a subset of artificial 

neural networks, CNNs directly extract features for 

classification from images (Liew, 2018). Radiomics is 

the extraction of outcome-related imaging features to 

improve precision medicine (Thrall et al., 2018). AI 

can identify key features and their combinations for 

predictive power, reducing redundancy in 

mathematical modeling. When integrating AI in 

medical imaging, it’s crucial to consider regulations 

and ethics. Prioritizing patient-centered design ensures 

ethical and sustainable AI use in healthcare (Currie, 

2019). 

Application-specific integrated circuits and 

FPGAs each have benefits and limitations, and the best 

choice depends on specific medical imaging 

requirements and system specifications. The need for 
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advanced systems to analyse large amounts of imaging 

data in real-time has driven the development of these 

hardware designs. Their importance is underscored by 

the impact on clinical costs and patient’s experience. 

Both technologies have significantly contributed to the 

advancement of high-capacity, modern imaging 

devices (Talib et al., 2021). 

 

4.1.  Artificial Intelligence and Application-Specific 

Integrated Circuits in Peripheral Artery Disease 

Diagnosis 

The combination of AI and ASICs in medical 

applications revolutionizes the diagnosis and 

treatment of diseases like PAD by enhancing 

precision, speed, and efficiency (Sajid et al., 2024). 

Table 3. Main features of field-programmable gate array (FPGA) applications in medicine, with an emphasis on peripheral artery 

disease (PAD) diagnostics and other healthcare issues. 

Paper 
FPGA 

implementation 
Application area Performance Challenges/Considerations 

Ramya, 2024 
FPGA in medical 

imaging 

Medical imaging and 

signal processing 

Improved accuracy and 

speed 

Design complexity in 

medical applications 

Samanta et al., 2023 
Memristor-based 

logic gates 

Hybrid logic gates 

for AI 

Energy-efficient logic 

design 

Integrating memristor 

technology into VLSI 

Nagarajan et al., 2011  
Pattern-based 

decomposition 

Machine learning 

algorithms 

Accelerated ML 

processing 

Efficient pattern matching 

and decomposition 

Rodríguez-Andina et 

al., 2015 

Advanced FPGA 

features 

Industrial 

applications of 

FPGAs 

High flexibility and 

performance 

Application-specific FPGA 

tuning 

Altera Corporation, 

2015 
Arria 10 FPGA 

General-purpose I/O 

for various tasks 
High throughput 

Optimizing power 

consumption and 

performance balance 

Ahmed et al., 2017 
Real-time 

detection of PAD 

PAD diagnosis using 

FPGAs 

Real-time, accurate 

PAD detection 

Optimizing system for real-

time use 

Smith et al., 2019 

Machine learning 

FPGA 

implementation 

PAD detection 

Improved ML 

algorithm 

implementation 

Resource utilization in 

FPGA-based systems 

 Lee et al., 2021 
High-speed 

FPGA system 

Doppler spectrogram 

analysis 

Fast, high-speed 

processing 

Efficiently analysing 

spectrograms for medical 

diagnosis 

Zhang et al., 2022 
Portable FPGA 

device 
PAD screening 

Portable, high-

performance PAD 

screening 

Balancing power efficiency 

with portability 

Patel et al., 2016 
FPGA-based 

adaptive filtering 
PAD detection 

Improved signal 

filtering for accurate 

diagnosis 

Efficient design of adaptive 

filters 

Gupta et al., 2018 
Hemodynamic 

analysis FPGA 

Real-time PAD 

screening 

Fast hemodynamic data 

analysis 

Real-time performance and 

accuracy 

Kim et al., 2020 
Classification of 

Doppler signals 

PAD diagnosis using 

ultrasound 

High accuracy in signal 

classification 

Real-time processing and 

classification accuracy 

Zhao et al., 2021 
Low-Power 

FPGA System 

Continuous 

monitoring of PAD 

Power-efficient, 

continuous monitoring 

Power consumption and 

continuous data transmission 

Thompson et al., 2022 
Multi-sensor 

integration 
PAD diagnosis 

Improved diagnostic 

accuracy 

Integrating data from 

multiple sensors effectively 

Xie et al., 2019 
FPGA-based 

medical solutions 
Medical diagnostics 

Efficient processing in 

medical systems 

Power and performance 

constraints 

Lee et al., 2020 
Wearable health 

devices 

Wearable health 

monitoring 

Low power, portable 

solutions 

Design considerations for 

wearable devices 

Banerjee et al., 2018 
Real-time 

medical imaging 

Real-time medical 

imaging 
Fast image processing 

Real-time constraints in 

image processing 

Huang et al., 2021 
FPGA-based 

medical devices 

General medical 

devices 

High-performance 

medical device 

processing 

Energy efficiency and 

performance balance 

Chen et al., 2017 
Medical imaging 

systems 

FPGA for medical 

imaging 

High-speed medical 

imaging 

Complex real-time image 

analysis 

Abbreviations: AI: Artificial intelligence; I/O: Input/output; ML: Machine learning; VLSI: Very large-scale integration. 
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ML and deep learning have transformed medical 

diagnosis by processing large datasets and making 

accurate predictions. According to Jiang et al. (2017), 

AI-driven diagnostic tools often outperform traditional 

methods in accuracy and efficiency (Jiang et al., 

2017). ASICs, custom-designed for specific tasks, 

offer optimized performance and low power 

consumption, making them ideal for medical 

diagnostics. Smith et al. (2018) described that ASICs 

provide the processing power and energy efficiency 

needed for real-time applications, suitable for portable 

and wearable diagnostic devices. ASICs are custom 

chips that offer high performance and low power 

consumption, making them ideal for medical 

diagnostics. They provide the processing power and 

efficiency needed for real-time, portable, and wearable 

medical devices (Banerjee et al., 2019). Combining AI 

algorithms with ASICs provides precise and efficient 

PAD diagnosis. Lee et al. (2020) demonstrated that 

“AI-driven ASICs deliver high diagnostic accuracy 

and efficiency, suitable for clinical and portable 

applications.” ASICs are energy-efficient, making 

them ideal for wearable and portable diagnostic 

devices. Zhao et al. (2021) demonstrated that their low 

power consumption, combined with AI capabilities, 

supports continuous monitoring and diagnosis of PAD. 

 

4.2.  Role of Application-Specific Integrated 

Circuits in Enhancing Artificial Intelligence 

Performance and Efficiency 

Application-specific integrated circuits are 

designed for specific AI algorithms, improving 

throughput and latency (Jouppi et al., 2017). They are 

energy-efficient, ideal for edge devices and data 

centers (Chen et al., 2016). Integrating processing 

components and memory on a single ASIC reduces 

communication overhead and enhances AI task 

efficiency (Han et al. 2016). ASICs are crucial for real-

time tasks in robotics and autonomous driving due to 

their high speed and low latency (Chen et al., 2014). 

Despite high initial costs, ASICs are cost-effective for 

large-scale AI deployments due to long-term energy 

savings and performance improvements (Li et al., 

2018). ASICs optimize AI tasks like matrix 

multiplications with specific compute units, reducing 

clock cycles (Zynq et al., 2018). Power gating and 

voltage scaling reduce power usage, which is crucial 

for battery-operated AI applications (Moons & 

Verhelst, 2017). High-bandwidth memory integration 

Table 4. A comparison of the various machine learning architectures and solutions discussed in the articles, with an emphasis on 

important factors such as processing speed, architecture, application, and energy efficiency. 

Paper 
Architecture/plat-

form 
Key features Application 

Energy effi-

ciency 

Processing 

speed 

Jouppi et al., 

2017 

Tensor Processing 

Unit 

In-datacenter 

performance analysis 
Deep learning High 

Fast inference 

in data centers 

Chen et al., 2016 Eyeriss 
Energy-efficient spatial 

architecture 

Convolutional 

neural networks 
High Moderate 

Han et al., 2016 
Efficient Inference 

Engine 

Compressed deep neural 

networks 

Inference 

optimization 
Very High High 

Chen et al., 2014 Diannao 
Small-footprint, high-

throughput accelerator 

Ubiquitous 

machine learning 
Moderate High 

Li et al., 2018 AI ASICs 
Overview of challenges 

and opportunities 

Artificial 

intelligence 

applications 

Varies Varies 

Zynq Net, 2018 
FPGA-Accelerated 

CNN 

Embedded 

convolutional neural 

network 

Embedded systems Moderate Moderate 

Moons & Ver-

helst, 2017 

Approximate Compu-

ting 

Energy-efficient 

ConvNets 

Convolutional 

neural networks 
Very High Moderate 

Kwon et al., 

2017 

20 nm high-band-

width memory with 

GDDR6 Interface 

On-die stacked-DRAM 
Deep learning 

applications 
High High 

Sze et al., 2017 
N/A (Survey and Tu-

torial) 

Efficient processing of 

deep neural networks 

General deep 

learning 
Varies Varies 

Horowitz, 2014 
N/A (Energy Chal-

lenges Overview) 

Computing energy 

problem discussion 
General N/A N/A 

Micikevicius et 

al., 2017 

Mixed Precision 

Training 

Efficient training with 

reduced precision 

General deep 

learning 
High Moderate 
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improves data transfer rates (Know et al., 2017). 

Hardware accelerators for deep learning processes 

enhance performance and energy efficiency (Chen et 

al., 2016). ASICs increase throughput and minimize 

delay for real-time applications (Chen et al., 2016). 

Specialized AI cores within ASICs improve efficiency 

and speed for ML tasks (Sze et al., 2017). Reducing 

the distance data travel between memory and 

processors lowers energy consumption and boosts 

processing rates (Horowitz, 2014). ASICs provide 

scalable, energy-efficient AI solutions for edge 

devices and data centers (Jouppi et al., 2017). By using 

decreased precision arithmetic, ASICs perform 

calculations faster and more efficiently (Micikevicius 

et al., 2017). Overall, ASICs are essential for AI 

efficiency and performance, driving advancements as 

AI applications grow. 

 

5.  Proposed block diagram of integrating machine 

learning and application-specific integrated 

circuits 

The figure below shows the proposed block 

diagram, which outlines a comprehensive system for 

early diagnosis using ML techniques, specifically 

tailored for integration with an ASIC. The process 

begins with data acquisition, where raw medical 

images, such as ultrasound or CT scans, are collected. 

These images undergo spectrogram preprocessing, 

transforming them into a format that enhances feature 

detection. Following this, the system performs feature 

extraction, isolating the most relevant patterns 

indicative of disease, such as arterial blockages or 

irregular blood flow. Extracted features are then 

normalized to ensure consistency, which improves the 

performance and accuracy of the ML model. The next 

step, feature selection, refines the dataset further by 

choosing the most significant features, eliminating 

irrelevant data that could hinder model efficiency. 

Once this is completed, the training dataset is prepared, 

where the model learns to distinguish between healthy 

and diseased tissues. The ML training phase is 

 

Fig. 7.  Proposed block diagram. 

Table 5. Comparison of component-based conventional 

method, field-programmable gate array (FPGA), 

application-specific integrated circuit (ASIC), and 

machine learning techniques, along with their 

performance. 

Method Type Performance 

Component-

based 

conventional 

Traditional 
Moderate accuracy, 

often slow processing 

FPGA Hardware 

High-speed processing, 

good for real-time 

applications 

ASIC Hardware 

Very high performance, 

optimized for specific 

applications 

Support 

Vector 

Machine 

Machine 

learning 

High accuracy, 

effective in high-

dimensional spaces 

Random 

Forest 

Machine 

learning 

Very high accuracy, 

robust to overfitting 

Deep 

learning 

Machine 

learning 

Excellent performance 

on complex data (e.g., 

images, speech) 
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followed by model optimization, which fine-tunes the 

parameters to maximize the model’s predictive 

capabilities. Finally, the trained and optimized model 

is integrated onto an ASIC, enabling real-time 

processing of medical data with minimal latency. This 

approach is unique in its combination of spectrogram-

based preprocessing, efficient feature selection, and 

deployment on ASIC hardware, ensuring faster 

diagnostics while maintaining high accuracy. The 

integration of such a hardware-software solution is 

particularly innovative, enabling the early detection of 

diseases like PAD and providing a practical tool for 

clinical applications. 

 

6.  Conclusion 

In this study, ML techniques were applied to 

identify PAD using both FPGA and ASIC platforms. 

The FPGA enabled flexible and quick prototyping; 

however, its processing speed and power consumption 

were limited. Transitioning to an ASIC 

implementation resulted in notable gains in processing 

speed, resource efficiency, and optimal power 

efficiency. Ultimately, FPGA-based methods were 

surpassed by ASICs with integrated ML capabilities, 

making them the preferred option for reliable, real-

time PAD detection in both clinical and portable 

medical applications. For medical applications, 

Random Forest and SVM are the best ML algorithms 

because of their accuracy and capacity to handle 

complex, high-dimensional data. The high-speed 

FPGA system excels at analysing Doppler 

spectrograms in real-time for PAD diagnosis, while the 

efficient inference engine and tensor processing unit 

provide high energy efficiency and quick processing 

for deep learning tasks. 
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Abstract 

Machine and deep learning methods have gained significant prominence in the healthcare industry, particularly for 

the prediction of cardiac diseases. The increasing prevalence of heart-related diseases underscores the necessity for 

proactive and accurate healthcare interventions. Machine learning, a data-driven approach, can play a crucial role in 

recognizing and addressing cardiovascular risks. To achieve this, researchers have utilized a range of classification 

techniques, such as Support Vector Machines, Random Forests, and Naive Bayes, to unravel the intricate aspects of 

heart disease prediction. Additionally, ensemble learning techniques, especially Stacking Technique, is employed to 

further enhance predictive accuracy. However, the ensemble approach has certain limitations. Therefore, confusion 

matrices are utilized for thorough evaluation and validation, offering better classifier performance. As research 

advances, prediction models aim to achieve higher accuracy and generalizability. Insights from confusion matrices 

can help researchers to make more robust and dependable predictions. Future research will investigate the deep 

learning models to detect subtle patterns in electrocardiogram data, with the aim of enabling earlier identification of 

cardiovascular conditions. Additionally, the integration of wearable sensor technologies holds promise for continuous 

risk monitoring and the development of personalized healthcare interventions. These technological advancements 

possess the potential to fundamentally transform the field of cardiac care, facilitating earlier disease diagnosis and 

substantially enhancing patient prognosis. In conclusion, the convergence of machine learning and deep learning 

models heralds a novel era for precision medicine, where data-driven insights empower stakeholders to tackle 

formidable challenges with unparalleled effectiveness. 

Keywords: Artificial Neural Network, Cardiovascular Diseases, Data Analysis Pattern Classification, Data Mining, 

Heart Disease Prediction, Support Vector Machine 

 

1. Introduction 

Cardiovascular diseases represent a significant 

health problem and pose a substantial threat to the 

human lifespan. Annually, an estimated 17.5 million 

individuals succumb to heart disease. Given the vital 

role that the heart plays in our body and its centrality 

to our survival, health awareness campaigns, and 

clinical practices frequently involve assessing an 

individual's risk of coronary heart disease (Dangare et 

al., 2012). To develop a risk prediction model, 

longitudinal studies utilizing multivariate regression 

analysis can be employed. As the digital landscape 

continues to evolve, healthcare organizations face the 
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complex task of managing and analyzing substantial 

data within their databases. 

Data mining techniques and machine learning 

(ML) algorithms are crucial tools for analyzing diverse 

types of data in medical facilities (Faldu et al., 2019). 

As shown in Fig. 1, these algorithms can be directly 

applied to datasets to generate models or derive 

valuable insights and conclusions from the data. The 

risk factors for heart disease include age, gender, 

hypertension, tobacco consumption, hyperglycemia, 

abnormal electrocardiogram (ECG) readings, and 

chest pain. Other risk factors include the number and 

location of obstructed blood vessels, maximum heart 

rate attained, and the presence of ST depression on 

ECG. Obesity, hypertension, and poor eating habits 

are additional risk factors for heart disease. 

Cardiovascular diseases (CVDs) are major 

contributors to morbidity and mortality worldwide, 

accounting for 70% of all global fatalities. CVDs were 

responsible for over 43% of all deaths, as per the 

Global Burden of Disease Study 2017. In high-income 

countries, an unhealthy diet, smoking, excessive sugar 

consumption, and obesity are common risk factors for 

CVDs. However, chronic diseases are on the rise in 

low- and middle-income countries. According to 

estimates, the global economic burden of CVDs was 

roughly USD 3.7 trillion between 2010 and 2015. 

Approximately 17.7 million individuals 

worldwide die annually due to CVDs, according to 

WHO. Timely detection of health issues is crucial for 

reducing these fatalities. Conventional approaches for 

predicting CVDs involve a physician's evaluation or a 

series of medical tests like ECG, stress echo test, and 

cardiovascular magnetic resonance, among others. 

However, a significant amount of information is often 

hidden within existing healthcare data and can be 

leveraged to make informed decisions. It is possible to 

obtain the desired results by utilizing computer-based 

data and contemporary data-mining techniques. 

Incorporating further data characteristics and 

considering the intricate nature of health has the 

potential to lead to innovative solutions for forecasting 

heart disease. In this study, we utilize Artificial Neural 

Networks (ANN) to predict heart diseases. The 

application of an ANN model in the initial diagnosis 

of heart disease is demonstrated in Fig. 2. ANNs are 

state-of-the-art ML algorithms which are capable of 

identifying relationships and trends in data. As a result, 

they are well-suited for predicting intricate medical 

issues such as CVDs. Our proposed strategies are 

based on the  Cleveland Cardiovascular Disease 

dataset, which is available through a freely available 

ML repository hosted by UCI and Kaggle. 

The data obtained was subsequently processed 

and utilized to train a model for ANN using supervised 

learning techniques. The algorithm was optimized to 

precisely predict the risk of heart disease in patients. 

The trained model was then assessed using a separate 

dataset to assess its routine (Mandal et al., 2017). The 

ultimate objective of this study is to develop a user-

friendly interface that will enable medical 

professionals, including physicians and healthcare 

workers, to predict outcomes based on patient data. 

This proposed methodology has the potential to 

enhance the accuracy and speed of CVD diagnosis, 

allowing for timely intervention and enhanced patient 

outcomes. This initiative could have a significant 

impact on public health by contributing to the 

development of artificial intelligence (AI)-powered 

healthcare solutions. 

 

2. Related Work 

This study utilized the SMOTE technique to 

obtain class-balancing and correlation coefficients 

(Naseer et al., 2017). A standard scalar method was 

applied to standardize the data before the classifiers 

were implemented. The researchers evaluated the 

performance of their suggested models on diverse 

datasets against the existing research results. They 

stressed the need for improved data preprocessing 

strategies and a tailored hybrid model to attain 

satisfactory outcomes for predicting CVD. This study 

underlines the significance of dependable predictive 

models for CVD, given its status as a major cause of 

death globally. In summary, the research emphasized 

the superiority of the proposed hybrid model 

compared to conventional techniques in accurately 

predicting CVD. Utilizing ML algorithms and Internet 

of Things (IoT) technology, the model demonstrated 

the potential to enhance the detection of CVDs and 

influence real-world healthcare settings. 

Abundant studies have been conducted in the 

healthcare sector to develop disease prediction 

systems using data mining and machine-learning 

algorithms. For example, Polaraju et al. (2017) 

showcased the efficacy of Multiple Linear Regression 

in predicting the risk of heart disease. This study 

exploited a dataset of 3,000 instances and 13 different 

features, which were categorized into two parts: 70% 

for training and 30% for testing. The results revealed 
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that the regression method outperformed other 

algorithms in terms of accuracy. 

The study by Agrawal et al. (2024) delves into 

the use of ML in predicting the probability of heart 

disease and implementing tailored interventions to 

enhance cardiovascular health outcomes. This 

emphasizes the significance of early detection and 

customized treatment approaches to reduce the global 

morbidity and mortality rates associated with CVDs. 

The study incorporated a comprehensive dataset 

 
Fig. 1. Illustration of overall prediction of cardiovascular diseases. 

 

 
Fig. 2. Prediction of heart disease using Artificial Neural Network. 
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comprising various cardiovascular parameters to 

facilitate predictive analysis for identifying 

individuals at risk of developing heart disease. By 

leveraging machine-learning algorithms, healthcare 

professionals can proactively intervene and provide 

tailored strategies for individuals susceptible to CVDs, 

thereby improving patient outcomes and overall public 

health. 

Rao et al. (2024) examined the capacity of ML 

algorithms in healthcare, especially in the field of 

diagnosing disease. This study emphasizes the 

importance of extracting valuable knowledge from 

healthcare datasets to improve the clinical decision-

making processes. This article highlights the main 

usage of cutting-edge techniques for detecting CVDs 

in their early stages and it includes attribute selection 

and ensemble models. This study evaluated various 

algorithms in ML, like Sector Vector Machines 

(SVM), XGBoost, and Random Forest, for predicting 

heart disease. Additionally, this paper delves into the 

pros and cons of IoT-based applications in the 

prediction of heart disease. Ultimately, this study 

underscores the significant impact of ML and data 

mining in enhancing healthcare outcomes, reducing 

CVD mortality rates, and improving health policy 

through early disease identification and prevention 

strategies.  

Chaudhary and Anwar (2024) delve into the 

potential of AI, including machine and deep learning 

(DL), to revolutionize the management of CVDs. AI 

offers advantages in detecting, diagnosing, and 

treating heart conditions, leading to enhanced 

personalized treatments with increased precision. The 

diagnosis and supervision of heart diseases can be 

transformed by integrating AI technologies into 

clinical practice. This review emphasizes AI's 

potential to enhance diagnostic techniques, such as 

echocardiography and ECG analysis. AI's role in 

improving CVD management is crucial for optimizing 

healthcare resources and improving patient outcomes. 

This study highlights the importance of 

interdisciplinary association among healthcare 

professionals, data scientists, and engineers to harness 

AI's potential in managing CVDs. The future of 

cardiovascular management relies on leveraging AI 

advancements and fostering collaboration among 

stakeholders. AI has a significant potential for 

transforming global health by addressing the 

increasing prevalence of CVDs. This study 

underscores the necessity for further investigation and 

collaboration to fully exploit AI's potential in 

cardiovascular medicine. Overall, AI holds promise 

for improved patient outcomes and more competent 

healthcare resource utilization in cardiovascular 

medicine. 

 

3. Existing System 

The current approach to predicting cardiac 

disease involves using various classification 

algorithms in ML, such as probabilistic classifier, 

SVM and Random Decision Forest. The extraction of 

meaningful insights from the abundance and diversity 

of large, complex datasets has long been a formidable 

academic challenge. The inherent "signal to noise" 

issues within these vast data repositories have made it 

exceptionally difficult to uncover the valuable 

information concealed (Maganathan et al., 2020). 

Advancements in computing power and more 

sophisticated predictive analytics techniques have 

revolutionized how organizations leverage their data 

assets. However, the widespread adoption of 

predictive analytics has been hindered by several 

challenges. As the volume, variety, and velocity of 

data continue to increase, the inherent uncertainty 

within the analytics process also grows, leading to a 

lack of confidence in the trustworthiness and accuracy 

of the results. This can result in hesitation in decision-

making and the realization of the full benefits of 

predictive analytics. Predictive analytics, 

encompassing ML and DL algorithms, has emerged as 

a powerful tool for uncovering hidden patterns, 

discerning trends, and making precise forecasts. The 

proliferation of sensor-driven applications and the 

abundance of data have further amplified the potential 

of predictive analytics, empowering organizations to 

enhance their operational efficiency and effectiveness 

across diverse domains. Nevertheless, ensemble 

learning methods, a subset of predictive analytics, 

occasionally exhibit tendencies towards overfitting, 

which can lead to high accuracy on training data but 

subpar performance on unseen data. This may result in 

inaccurate predictions and unfavorable outcomes. 

Additionally, the complexity and capacity of ensemble 

learning techniques can present challenges in 

understanding the factors that contribute to 

predictions, making it difficult for healthcare 

professionals to integrate these models into their 

decision-making processes. Data bias is another 

critical issue that affects ensemble learning 

techniques, as imbalanced training datasets can lead to 

biased predictions, thereby compromising the 



DOI: 10.6977/IJoSI.202502_9(1).0009 

P. Kavitha, L. Shakkeera./Int. J. Systematic Innovation, 9(1), 98-110 (2025) 

 

102 

 

precision and reliability of the forecasts. Moreover, the 

resource-intensive nature of this approach and the 

considerable computational resources required for 

training and fine-tuning may make it inaccessible in 

regions with limited access to high-performance 

computing and constrained financial resources. 

Finally, the necessity of expertise is evident in the case 

of ensemble learning methods, as they require a high 

level of proficiency in ML and data science to 

construct and fine-tune them, rendering these 

approaches less accessible to individuals lacking the 

necessary expertise. The limitations of existing 

ensemble techniques, such as SVM, Random Forests, 

and ANNs, in accurately predicting cardiac disease 

have been extensively explored in numerous studies. 

This underscores the potential of DL approaches to 

overcome the shortcomings of these traditional models 

and enhance the predictive accuracy in heart disease 

detection. 

 

4. Proposed Methodology 

The proposed approach leverages sophisticated 

ML technology, particularly an ANN, to accurately 

forecast heart disease occurrence. The advanced 

approach detailed in Fig. 2 entails developing an ANN 

prediction model capable of reliably identifying 

individuals at risk of contracting heart disease 

(Thansekhar et al., 2014) [10]. This method employs 

ANNs to forecast the likelihood of heart illness 

utilizing the well-known and extensive Cleveland 

Cardiovascular Disease dataset, which is widely 

accessible in both the Machine Learning Repository 

and Kaggle. The decision to utilize ANNs is grounded 

in their ability to effectively learn from large datasets 

and navigate intricate and noisy data, making them an 

ideal choice for medical diagnosis purposes. Since 

earlier years, ML and DL methodologies have 

emerged as crucial instruments in the prediction of 

CVDs. This section examines the assorted techniques 

that have been utilized, underscoring their advantages 

and disadvantages within the framework of CVD 

forecasting. 

 

4.1. Machine Learning Approaches  

A diverse array of ML algorithms have been 

widely employed in predicting cardiac diseases, 

leveraging their capacity to handle structured datasets. 

The most commonly employed algorithms include 

SVM, Random Forest, and Naïve Bayes. 

 

4.1.1. Support Vector Machine  

Support Vector Machines are known for their 

resilience in classifying intricate datasets, rendering 

them suitable for identifying risk factors associated 

with cardiovascular conditions. However, SVMs 

encounter challenges while dealing with high-

dimensional data, mainly in the presence of noise, 

requiring the implementation of advanced 

preprocessing of data and feature selection techniques 

in order to overcome those limitations. 

 

4.1.2. Random Forests  

Random Forests represent a prominent ensemble 

learning approach that utilizes multiple decision trees 

to enhance classification performance. It has proven 

particularly effective in handling massive and 

imbalanced datasets in healthcare, which are 

frequently encountered in this domain. However, 

Random Forests may occasionally suffer from 

overfitting, a phenomenon where the model exhibits 

exceptional accuracy on the training dataset but 

experiences challenges in generalizing to unseen data. 

 

4.1.3. Naive Bayes  

The Naive Bayes classifier, a probabilistic model 

commonly applied in medical diagnosis, exhibits 

simplicity and effectiveness in specific scenarios, 

particularly when the underlying assumption of 

feature independence is met. However, this method 

may underperform when confronted with datasets 

characterized by correlated features, which are 

prevalent in the cardiovascular domain. 

 

4.2. Deep Learning Approaches 

Advanced DL techniques have demonstrated 

remarkable potential in analyzing complex, 

unstructured data such as ECG signals. These 

sophisticated approaches possess the capability to 

automatically extract and learn intricate patterns 

directly from the raw data without the need for manual 

feature engineering. The DL methodologies are ANN, 

Convolutional Neural Network (CNN), and Recurrent 

Neural Network. 

 

4.2.1. Artificial Neural Networks 
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Artificial Neural Networks are fundamental 

components of DL. They are composed of multiple 

interconnected layers of artificial neurons, emulating 

the structure and function of the human brain. In the 

context of predicting cardiac diseases, ANNs can 

effectively learn from extensive ECG data, extracting 

crucial features allied with risk factors such as 

irregular heartbeats, ST-segment depression, and other 

abnormalities. However, a potential limitation of 

ANNs is their susceptibility to overfitting, particularly 

when trained on relatively small datasets. 

 

4.2.2. Convolutional Neural Networks  

To process the ECG signals, despite their typical 

application in image recognition tasks. By employing 

specialized filters that detect diverse patterns, CNNs 

can automatically identify features associated with 

cardiac conditions, such as arrhythmias and other heart 

function irregularities. This methodology proves 

effective for ECG signal classification due to CNNs' 

capacity to capture the spatial hierarchies inherent in 

the data. 

 

4.2.3. Recurrent Neural Networks 

Recurrent Neural Networks and Long Short-

Term Memory (LSTM) are particularly well-suited for 

analyzing time-series data, such as ECG signals, 

owing to their capability to capture sequential 

information. LSTMs, with their capacity to retain 

long-term dependencies, are extensively utilized to 

predict the occurrence of arrhythmias or other 

cardiovascular conditions by effectively identifying 

temporal patterns within the ECG data. 

 

4.3. Hybrid Deep Learning Approaches 

Hybrid models, such as the Stacking Ensemble 

Learning Technique, combine traditional ML and DL 

techniques. They offer a promising approach to 

improving prediction accuracy. 

 

4.3.1. Stacking Ensemble Learning Technique 

The ANN model is designed for learning from 

preprocessed data and accurately forecasting the 

prospect of heart disease in patients, and its 

mathematical framework is inspired by the complex 

architecture of the human brain, which consists of 

neurons with components such as axons, dendrites, 

and synapses. The proposed system integrates a three-

layered ANN model, which consists of an input layer, 

a hidden layer, and an output layer (Shakkera et al., 

2024). This model has been applied as a web 

application utilizing the Flask web framework, which 

is accessible to any user, medical provider, or patient 

for the purpose of predicting the likelihood of heart 

disease. Fig. 3 shows the integration of ANNs into the 

Stacking Ensemble Learning Technique, which 

enhances its performance in predicting heart diseases. 

ANNs, known for their capacity to capture complex 

nonlinear relationships in data, serve as powerful 

additions to ensemble-based models. During the 

ensemble training phase, alongside baseline classifiers 

such as Decision Forest, SVM, Random Forests, and 

probabilistic classifier. Based on their input features, 

trained ANNs use their algorithms to generate 

predictions. These predictions, along with those from 

other base models, are fed into the meta-model for 

training purposes. The meta-model also uses these 

inputs to produce a final ensemble output, whether it 

be a classification decision or a probability score for 

the prospect of heart disease. This integration 

capitalizes on ANN’s ability of ANNs to discern 

intricate data patterns, thus complementing the 

strengths of simpler models. Through hyper-parameter 

tuning and optimization techniques, ANNs within the 

ensemble framework further refine predictive 

accuracy and robustness. Thus, by leveraging ANNs in 

Stacking Ensemble Learning, healthcare practitioners 

can gain a potent tool for precise heart disease 

prognosis, enabling proactive interventions and 

improving patient outcomes. 

 

4.4. Detection of Cardiovascular Disease during 

The Embryonic Stage 

 Cardiovascular disease is a fundamental aspect 

of preventive healthcare in early detection, and the 

Stacking Ensemble Learning Technique, in 

combination with ANNs, reinforces this objective. 

Fig. 4 shows the CVD prediction analysis and 

highlights the primary objective of detecting CVD 

using a dataset with missing values to pinpoint critical 

features, such as age, hypertension, sex, and 

hyperlipidemia. After identifying these features, 

preprocessing techniques were employed to address 

the missing values through imputation and feature 

scaling to ensure scale consistency. The method of 

finding pertinent data is known as feature extraction, 

such as demographic data (age and sex), clinical 

measurements (blood pressure and cholesterol), and 
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medical history (smoking status and family history), to 

build predictive models. Feature engineering refines 

this information by standardizing it, creating one-hot 

encodings for categorical variables, and generating 

interaction terms to capture complex relationships. 

Feature selection is guided by domain expertise, which 

ensures that the chosen features are both relevant and 

informative. Additional techniques, such as 

normalization, polynomial features, and 

dimensionality reduction, and also used to enhance the 

predictive authority of the dataset. The ultimate goal is 

to construct robust predictive models that can 

accurately diagnose disease for heart and aid clinicians 

in making decisions. Subsequently, various classifiers, 

including logistic regression and decision trees 

(Sharmila et al., 2017), were trained on their 

preprocessed data to approximate the likelihood of 

heart disease. Evaluating these classifiers using 

accuracy, precision, and recall metrics enables 

identification of the top-performing model. Finally, 

the most effective classifier was implemented to 

predict whether an individual was likely to have heart 

disease based on their feature values, which ultimately 

leads to enhance patient outcomes and timely 

interventions via a comprehensive approach. 

 

4.5. Prediction Accuracy 

Machine learning and deep learning approaches 

have emerged as critical tools for analyzing intricate 

health data. Combining ensemble learning techniques 

with SVM, RF, and ANNs aims to enhance the 

 

 
Fig. 3. Stacking Ensemble Learning Technique. 

 

Fig. 4. Detecting cardiovascular disease. 
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predictive accuracy of heart disease detection by 

identifying subtle patterns in ECG data that may be 

overlooked by traditional analytical methods. 

 

4.6. Complexity and Noise 

Preprocessing techniques, such as feature 

extraction, dimensionality reduction, and noise 

filtering, play a vigorous role in addressing the 

encounters posed by noisy and high-dimensional 

medical data, like ECG data, for ML models. These 

preprocessing steps help to identify the most relevant 

and informative features, reduce the complication of 

the input space, and mitigate the effects of noise and 

artifacts, ultimately improving the predictive 

performance of the models for heart disease detection. 

 

4.7. Early Detection and Intervention 

The early identification of cardiovascular 

disorders is essential for mitigating severe health 

issues and enhancing patient prognoses. Advanced 

methodologies that leverage DL techniques aspire to 

analyze ECG data and other biometric indicators to 

detect early signs and markers of CVD. By harnessing 

the capabilities of these sophisticated ML approaches, 

clinicians can acquire valuable insights that facilitate 

timely medical intervention and proactive 

management of heart-related conditions, ultimately 

improving the prospects of successful treatment and 

disease prevention. 

 

4.8. ANN-Based Prediction Advantages 

Fig. 5 shows one of its key strengths in the model, 

which is its scalability. This capability enables the 

analysis of extensive datasets and population-wide 

evaluation (Hlaudi et al., 2014). It comprises 14 

features, including age, gender, hypertension, tobacco 

consumption, hyperglycemia, abnormal ECG 

readings, and chest pain. This allows the identification 

of complex CVD risk factors and supports the 

implementation of targeted interventions on a larger 

scale. Another benefit of the ANN-based prediction 

model in an ensemble is its potential to reduce costs. 

By accurately identifying individuals at risk before 

disease progression to advanced stages, the healthcare 

expenses associated with severe treatments are 

 

 

Fig. 5. Advantages of Artificial Neural Network. 
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minimized. This alleviates the financial burden on 

healthcare systems and financially benefits patients 

(Theresa, 2016). 

Ultimately, the ANN-based prediction model 

within the ensemble aims to enhance patient 

outcomes. By accurately identifying at-risk 

individuals and facilitating early interventions, the 

ensemble reduces mortality rates and significantly 

improves patient well-being (Animesh et al., 2017). 

This transformative approach to cardiovascular 

healthcare highlights the pivotal role of the ensemble 

in improving patient outcomes and the overall 

healthcare system. 

Fig. 6 shows that the proposed system has an 

impressive accuracy rate of 91.1%, thereby surpassing 

other existing models. It is also worth noting that the 

proposed system model may be pre-trained on 

ImageNet. 

 

 

 

 

Fig. 6. Cardiovascular disease prediction. 

 

5. Results and Discussion 

This module evaluates the ANN model results 

and predicts the likelihood of heart disease in patients 

by using an actual dataset. Table 1 describes 14 

features, including age, gender, hypertension, tobacco 

consumption, hyperglycemia, abnormal ECG 

readings, FBS, thalach, Exang, Oldpeak, Ca, Thai, and 

Target. Fig. 7 shows the result of training and 

validating the model once completed, and its 

performance was assessed using the test set, with the 

test set accuracy serving as a crucial performance 

metric. 

 

5.1. Model Evaluation Using Confusion Matrices  

  In this study, performance evaluation metrics 

are confusion matrices generated for each ML 

algorithm employed, including SVM, Random 

Forests, ANNs, and hybrid models like the Stacking 

Ensemble Learning approach. Depth analysis 

provided a nuanced understanding of how effectively 

each model could distinguish between patients with 

and without heart disease.  

 

5.2. Accuracy 

Accuracy characterizes the total percentage of  

correct predictions made by the model. Despite a 

crucial metric, it can be misleading when dealing with 

imbalanced datasets, such as those commonly found in 

healthcare, where the number of non-disease cases 

may outweigh the disease cases. 

 

5.3. Precision (Positive Predictive Value) 

Precision represents the fraction of positive 

predictions that are truly correct. In medical 

applications, precision is crucial to minimize false 

alarms, ensuring that only patients at genuine risk are 

identified. 
 

5.4. Recall (Sensitivity) 

Recall measures the model's capability to 

correctly identify actual positive instances. A high 

recall value indicates that the model is effective at 

detecting the majority of individuals with heart 

disease. 

 

5.5. F1-score 

The F1-score represents the harmonic mean of 

the model's precision and recall. This metric is 

particularly valuable when seeking to strike a balance 

between precision and recall, especially in scenarios 

where the class distribution within the dataset is 

skewed or imbalanced. Fig. 8 shows a performance 

analysis of the confusion matrix, and Fig. 9 shows an 

overall comparison of the accuracy of various models. 

Our model Stacking Ensemble Technique achieved 

99%, which involves the trained ANN model for 

future utilization, such as deploying it as a web 

application that healthcare professionals and patients 

can access to foresee the probability of heart diseases.  

 

60%

40%

No Disease Heart Disease
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6. Conclusions and Future Scope 

In conclusion, predictive analytics, powered by 

ML and DL, holds immense promise in unlocking the 

hidden value within large, complex datasets. As the 

field of predictive analytics continues to evolve, 

addressing the challenges of uncertainty, overfitting, 

and accessibility will be crucial to realizing its full 

potential. 

By continually improving the reliability, 

transparency, and scalability of predictive analytics 

techniques, organizations can harness the power of 

data-driven insights to drive strategic decision-

making, enhance operational efficiency, and, 

ultimately, improve outcomes across a wide range of 

domains. In future research, incorporating wearable 

sensor technologies for continuous real-time 

monitoring of cardiovascular health is a promising 

area of study. Also, discovering progressive DL 

Table 1. Detailed description of the dataset, including its value ranges and data types. 
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methods, such as graph neural networks for analyzing 

 

Fig. 7. Exploring correlated features in cardiovascular disease. 

 
                                                          Fig. 8. Performance analysis of confusion matrix. 

 

 
Fig. 9. Accuracy of stacking ensemble technique. 
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methods, such as graph neural networks for analyzing 

ECG signals, could further enhance the accuracy of 

disease prediction. Expanding the dataset to include 

diverse populations would improve the 

generalizability of the models. Investigating the 

potential of federated learning to enable privacy-

preserving cardiovascular predictions is another 

valuable research direction. Finally, personalized 

healthcare interventions driven by AI insights could 

revolutionize early diagnosis and treatment of 

cardiovascular conditions. The Cleveland 

Cardiovascular Disease database was employed for 

training and estimating the algorithm, which resulted 

in the development effective model among various 

imperative-based combinations. Furthermore, we 

conducted a comparative analysis of accuracy and 

identified the optimal and balanced model. 
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Abstract 

Malignant growth of the gastrointestinal (GI) tract is among the leading causes of death worldwide. Research indicates 

that almost 40% of people worldwide suffer from long-term digestive issues. According to a study published in the 

United European Gastroenterology Journal, digestive disorders have increased since 2000. Digestive disorders 

continue to be a major cause of death, even with a slight decline. The World Health Organization’s Mortality Database 

reported huge death rates every year due to GI diseases. From that report, the need to accurately detect GI tract 

malignant in low-cost and error-prone labor must be developed. This work introduces MNET Gastrointestinal Disease 

Detection (MNETGIDD), which is a complete identification model for multi-gastrointestinal disease discovery from 

clinical images. MNETGIDD model uses the Gastrolab dataset with endoscopic images, acting as pipelines that are 

pre-processed and segmented to identify the affected areas.  This proposed approach aims to enhance image quality 

and facilitate accurate segmentation and classification through a pipeline process, initially preprocessing with 

techniques such as text removal, illumination enhancement, and fuzzy histogram equalization. During segmentation, 

Otsu segmentation based on Krill-Herd optimization was used to identify the affected area. The MNETGIDD model 

incorporates the MobileNetV2 architecture, designed for a lightweight classification model working under resource-

constrained environments. According to the tests, the MNETGIDD model exhibits high sensitivity and specificity, 

often outperforming human experts. In terms of accuracy, the model achieved 96.349%, a precision of 96.25 %, and 

a recall of 97.08%. This deep learning system has the potential to revolutionize gastrointestinal disease diagnostics 

and screening by automating key steps and improving patient outcomes. 

Keywords: Fuzzy Histogram Equalization, Gastrointestinal Disease Detection, MNETGIDD, Gastrolab dataset, Low-

light Image Enhancement, Mean-Shift Segmentation, MobileNetV2 

 

1. Introduction 

In the world, cancer is the leading cause of death, 

and gastrointestinal (GI) cancer is the most common 

type. Globally, 1.8 million people die from 

gastrointestinal diseases each year (Sharmila & 

Geetha, 2022), and GI cancer is the fourth leading 

cause of death. Globally, gastrointestinal diseases are 

a significant health burden. The Global Burden of 

Disease Study 2019 reports that digestive diseases 

cause over 2.5 million deaths worldwide, accounting 

for 4.5% of all deaths (Theo, 2019). Globally, 

digestive diseases caused 81.1 million disability-

adjusted life years (DALYs). 
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The growth of GI polyps on the mucosa of the 

stomach and colon is the cause of gastrointestinal 

cancer. The esophagus, stomach, small intestine, large 

intestine, rectum, and anus are some of the parts of the 

digestive tract affected by multi-GI diseases. A 

chronic disease can significantly impact an 

individual’s quality of life. The symptoms, causes, and 

treatments of multi-gastrointestinal diseases differ 

from one type to the next.  An estimated 1.9 million 

new cases of colorectal cancer, one of the four diseases 

examined in this study, will be diagnosed in 2020 

(Sung et al., 2020). Our research also focused on 

gastric cancer, which was responsible for over 768,000 

deaths worldwide in 2020.  There were 600,000 cases 

of esophageal cancer worldwide in 2020. 

Approximately 6.8 million people worldwide suffer 

from inflammatory bowel diseases, including Crohn’s 

disease and ulcerative colitis (Alatab et al., 2020). GI 

diseases have a substantial economic impact. 

According to a 2015 study, digestive diseases cost the 

United States $136 billion annually in direct and 

indirect costs (Perry et al., 2020). Many diseases and 

conditions can affect the esophagus. Inflammation of 

the esophageal lining can cause heartburn and 

swallowing difficulties. Another common condition is 

hemorrhoids, which are caused by inflammation of the 

blood vessels in the anus and rectum. In different parts 

of the digestive tract, polyps can develop, and while 

most are benign, some are cancerous. A type of 

inflammatory bowel disease, ulcerative colitis grade 1 

causes inflammation and ulcers in the colon and 

rectum linings. Because of their complexity, these 

disorders can be challenging to diagnose and treat; 

imaging, lab testing, and invasive diagnostic 

procedures might be required. Recently, a promising 

approach for diagnosing and segmenting multiple 

gastrointestinal diseases was developed using deep 

learning techniques. A computer-aided automated 

approach may be useful for highly accurate polyp 

diagnosis and cancer detection. Artificial intelligence 

(AI) holds immense promise in helping people 

visualize diseases that are invisible to the human eye 

in various medical fields (Ekiri et al., 2016). 

Endoscopy images can be evaluated, and key features 

of micro-imaged structures can be identified using AI 

tools. The following have been made possible by this 

research. 

• The proposed scheme identifies and 

classifies the different GI diseases. 

• By combining segmentation using 

IP and identification techniques via deep 

learning, a novel technique was proposed. 

• Using this method, images for 

training and testing are randomly selected in the 

segmented images without manual intervention 

 

1.1. Aim & Motivation 

Medical practice and healthcare systems 

worldwide can be improved through computer-

assisted early disease detection. Multi-GI disease 

segmentation and identification is a challenging but 

important task that could improve healthcare 

outcomes for millions of people worldwide. A deep 

learning model can enable us to accurately identify 

and segment complex diseases like esophagitis grade 

A, hemorrhoids, polyps, and ulcerative colitis grade 1. 

Improved patient outcomes depend on early 

detection and accurate diagnosis of gastrointestinal 

diseases. In a study by Smith et al. (2022), early 

detection of colorectal cancer can increase 5-year 

survival from 14% to 90%. This study proposed the 

MNET Gastrointestinal Disease Detection 

(MNETGIDD) model as an advanced diagnostic tool. 

A recent advancement in AI and deep learning has 

shown promising results. Based on a meta-analysis 

conducted by Johnson et al. in 2023, AI-assisted 

diagnosis of GI diseases could improve detection rates 

by 30%. 

This work aimed to develop a framework, 

MNETGIDD, for recognizing a wide range of GI 

diseases simultaneously rather than multiple tools 

used individually to detect an anonymous disease. A 

significant improvement over most recent studies is 

that this study considers different types of GI diseases 

(both diseased and normal cases) related to the human 

GI tract. Furthermore, the model proposes a means of 

identifying diagnostic decisions based on deep 

learning techniques. A medical expert can validate the 

computer decision interactively with the assistance of 

such additional information. To address this problem, 

this work proposed a high-performance classifier and 

retrieval framework that uses endoscopic images to 

determine GI diseases using recent AI techniques. 

 

 

1.2. Objective, Challenges and Issues 

Deep learning techniques will be used to develop 

a model capable of accurately identifying the four 

common multi-gastrointestinal diseases: esophagitis 
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grade A, hemorrhoids, polyps, and ulcerative colitis 

grade 1. Deep learning will be used in conjunction 

with imaging data to train the proposed model to 

recognize patterns that may indicate the presence of 

these diseases. With the development of this model, 

the need for invasive diagnostic procedures will be 

reduced, and patient outcomes will improve. A multi-

gastrointestinal disease model can also help healthcare 

professionals diagnose and manage these illnesses. A 

computer-aided diagnosis system was developed to 

aid medical experts in diagnosing different types of 

gastrointestinal diseases. 

A model for segmenting and identifying multi-GI 

diseases is a challenging task that requires 

consideration of several ethical, practical, and 

technical factors. There are several challenges and 

issues associated with this research, including: 

 

• Limited availability of labeled medical 

imaging data: Medical imaging data labeled with 

medical conditions is necessary to develop a 

reliable and accurate model for segmenting and 

identifying multi-GI diseases.  Multi-GI diseases 

can be segmented and identified inaccurately due 

to variations in medical imaging data regarding 

quality, resolution, and imaging modalities. 

Imaging data is often variable, making it difficult 

to generalize models to new and unknown data. 

• Technical complexity of deep learning 

techniques: Developing and implementing deep 

learning techniques like neural networks and 

fuzzy logic require high levels of technical 

expertise. Developing these techniques can be 

difficult in resource-constrained environments 

due to the high computational requirements. 

• Ethical considerations: Medical imaging 

data can raise ethical concerns like confidentiality 

and patient privacy. The protection of patient data 

requires compliance with ethical guidelines and 

regulations. Medical imaging data must be stored 

securely and accessed only by authorized 

personnel. The data should be used only for the 

stated purpose and must not be shared without the 

patient’s consent. All patient data must be deleted 

when no longer needed. 

• Integration with clinical workflows: A 

successful clinical practice is one that integrates 

the proposed model seamlessly into existing 

clinical workflows. The research must examine 

practical and operational aspects for the model to 

be usable and acceptable to healthcare 

professionals. 

 

1.3. Contribution of the Work 

The proposed MNETGIDD mode contains three 

phases: pre-processing, segmentation, and 

classification, which help identify the affected area 

from different types of GI tracts. Each phase’s 

contribution is explained as follows: 

• To improve the image quality 

during pre-processing using the in-painting, 

low-light image enhancement (LIME), and 

fuzzy logic-based histogram equalization (FHE) 

algorithms. 

• To apply the KHO-Otsu automated 

threshold-based algorithm to segment the 

affected area in different disease images. 

• The MNET Model is utilized to 

identify the impacted images within the test set. 

 

 

1.4. Structure of the Paper 

Section 2 reviews the relevant literature, 

including GI-based pre-processing techniques and 

ideas, segmentation techniques, machine learning, 

and deep learning approaches. Section 3 describes the 

proposed scheme of this work and how data was 

collected, pre-processed, segmented, and 

classification modeling techniques were used. The 

results and discussion for pre-processing, 

segmentation, and classification techniques employed 

for the input dataset with its performance evaluation 

are explained in Section 4. Finally, the conclusion of 

this work is described in Section 5.  

 

 

2. Review of Literature 

Sharmila & Geetha (2022) proposed a deep 

learning model that combines a deep CNN with a pre-

trained model, ResNet101, to detect and classify 

abnormalities in the GI tract. A goal of the proposed 

research is the detection of disease in endoscopic 

images. A public dataset of 8,000 images called 

KVASIR forms the basis of the architecture. An 

accuracy of 98.37% was achieved using the 

convoluted neural network (CNN) approach. A higher 

level of recognition is achieved without an 

individual’s assistance in the experiment. 
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The dataset used by An et al. (2022) contained 

data on eight diseases. The data set and parameters 

used in the literature were also compared with those 

used in other studies. The study’s results section also 

provides detailed classification results for eight 

diseases. Wong et al. (2022) implemented deep 

transfer learning for classifying GI 

diseases. Cleansing, standardizing, and transforming 

data are performed after exploratory analysis. To solve 

the classification problem, a pre-trained ResNet50 is 

utilized, which is a CNN with 50 layers. 

Benchmarking and performance metrics were used to 

evaluate the model. According to the results, the 

proposed model showed high stability with consistent 

scores.  

According to Nguyen et al. (2022), upper GI tract 

diseases can be automatically classified using a 

computer algorithm. There are two main components 

to the framework: a CNN based on the ResNet-50 

architecture and a Focal Loss application, as well as a 

geometric transformation, brightness and contrast 

transformation, for revealing hidden characteristics of 

upper GI diseases and anatomical landmarks and for 

dealing with imbalanced datasets. 

Su et al. (2022) demonstrated that their proposed 

method outperforms existing computational methods 

on GI disease screening benchmark datasets. Sharib et 

al. (2021) developed multiple methods to tackle two 

sub-challenges in clinical endoscopy: artifact 

detection and segmentation and disease detection and 

segmentation. Datasets from clinical endoscopy were 

used and algorithms were evaluated for generalization 

ability. Despite most teams focusing on accuracy, only 

a few clinical use methods are considered credible. 

Ekiri et al. (2016) evaluated a real-time polymerase 

chain reaction (PCR) assay for detecting Salmonella 

in fecal samples from hospitalized horses with and 

without GI disease symptoms. Salmonella in the feces 

of horses can be detected with PCR assays targeting 

the Salmonella invA gene. The possibility of 

nosocomial Salmonella infections can also be detected 

through further bacteriologic culture testing. Several 

GI diseases have been classified, segmented, and 

detected by automated methods in a Naz et al. study 

(2021). An in-depth description of these state-of-the-

art methods is presented in the paper. Moreover, 

literature is categorized according to the method used 

for preprocessing, segmentation, and handcrafted 

features-based methods. 

A computer-aided detection method for lower 

gastrointestinal diseases was developed by Al-

Adhaileh et al. (2021) using modified criteria for 

extracting deep shape, color, and texture features and 

adapting them to a transfer method for fine-tuning and 

contouring. Extensive experiments were conducted to 

diagnose lower gastrointestinal diseases. A new model 

was developed for transferring features from a 

nonmedical deep learning dataset and adapting them 

to a medical dataset. Yogapriya et al. (2021) integrated 

traditional image processing algorithms and data 

augmentation techniques with a fine-tuned pre-trained 

deep CNN to classify GI diseases using images 

captured by wireless endoscopy. Concatenating 

VGGNet and InceptionNet networks for the purpose 

of developing a model to diagnose gastrointestinal 

diseases was proposed by Melaku et al. (2022). Deep 

convolutional neural networks VGGNet and 

InceptionNet are trained and used to extract features 

from endoscopic images. By concatenating these 

extracted features, machine learning (Softmax, k-

nearest neighbor, random forest, and support vector 

machine [SVM]) classification techniques were used 

to classify them. Based on the available standard 

dataset, SVM was found to perform better than the 

other techniques. 

An endoscopy image classification system based 

on CNN was proposed by Ramamurthy et al. (2022). 

Effimix is a CNN architecture that combines state-of-

the-art technology (such as EfficientNet B0) with 

custom-built architectures. The proposed Effimix 

model employs squeeze and excitation layers and self-

normalizing activation layers to classify GI diseases 

accurately. The proposed architecture has been tested 

on the HyperKvasir dataset for the classification of 

endoscopy images. A spatial factor can be used to 

improve the performance of classification, according 

to Lonseko et al. (2021). In particular, the proposed 

mechanism uses encoder-decoder layers to implement 

a CNN-based spatial attention mechanism for 

classifying GI diseases. Our data-augmentation 

techniques help solve the problem of data imbalance. 

This method was validated using 12,147 multi-sited, 

multi-diseased GI images from publicly available and 

private sources. 

An approach based on ResNet-50 architecture 

was proposed by Gammulle et al. (2020). A relational 

network was used to classify abnormalities in the 

human gastrointestinal tract using endoscopic images 

based on features extracted from a pre-trained mid-

layer model. In a recent study (Cogan et al., 2019), the 

authors employed NASNet, Inception-v4, and 

Inception-ResNet-v2 architectures to recognize 
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anatomical landmarks and diseased tissue. An 

approach is proposed using endoscopic images to 

remove the edges, filter, and enhance contrast, scale, 

and color map. Their MCC for identifying eight 

abnormalities of the human gastrointestinal tract was 

0.93. An abnormality detection method was proposed 

by Jain et al. (2020). In the first phase of that work, 

they extracted useful features from images using 

fractal dimension techniques. They used random 

forest classifiers to classify abnormal endoscopic 

images. Jain et al. (2021) proposed an attention-based 

model to classify endoscopic images into four 

categories. Once the endoscopic image has been 

identified as abnormal, the second stage of that work 

is based on anomaly detection. Recent reviews of GI 

tract abnormalities with endoscopic images (Jha et al., 

2021) indicated that the manual assessment of a large 

number of gastric images is a laborious job and needs 

expertise. Computer-aided diagnosis methods can be 

developed to handle the dilemma of manual analysis 

of the substantial volume of endoscopic data. 

In a study by Gunasekaran et al (2023), they 

combined DenseNet201, InceptionV3, and ResNet50 

to obtain 94.54%, 88.38%, and 90.58% accuracy, 

respectively. Model averaging and weighted 

averaging are used to combine predictions. A model-

averaging ensemble has an accuracy of 92.96%, while 

a weighted average ensemble has an accuracy of 

95.0%. The weighted average ensemble outperformed 

all models. As a result of the evaluation, they correctly 

classified features using an ensemble of base learners. 

 An objective comparison of state-of-the-art 

methods versus those developed by participants for 

two sub-challenges is provided by Sharib et al. (2021) 

for artifact detection and segmentation (EAD2020) 

and disease detection and segmentation (EDD2020). 

Data were collected for both EAD2020 and EDD2020 

sub-challenges across multiple centers, organs, classes, 

and modes. Algorithms were also evaluated for out-of-

sample generalization. Despite most teams focusing 

on accuracy, only a few methods have clinical validity. 

Exploring data augmentation, data fusion, and optimal 

class thresholding techniques, the top-performing 

teams tackled class imbalance and variabilities in size, 

origin, modality, and occurrences. 

 Sharma et al. (2023) propose that data 

augmentation strategies and statistical measures have 

been used to improve the model’s performance. A total 

of 1,200 images were used in the test set to assess 

accuracy and robustness. A CNN model trained with 

ResNet50 weights averaged 99.80% accuracy on the 

training set (100% precision and 99% recall) and 

99.16% accuracy on the validation and additional test 

sets, respectively, while diagnosing GI diseases. 

  

 

2.1. Limitations and Research Gap 

1. Most existing methods focus on 

increasing accuracy, but few are applied in 

clinical settings. As Sharib et al. (2021) have 

pointed out, credible methods must be 

developed to be used reliably in clinical settings. 

2. While most studies focus on a 

limited number of GI disorders, there may be a 

wider range of disorders and diseases in clinical 

settings that should be identified and classified 

correctly. 

3. Many proposed methods use 

complex deep learning architectures and require 

significant computational resources, which are 

not always readily available in clinical settings. 

More efficient and lightweight models are 

needed for resource-constrained devices. 

4. Manually assessing many 

endoscopic images requires expertise, as Jha et 

al. (2021) noted. The development of reliable 

computer-aided diagnosis methods that can 

reduce this burden is an important research gap. 

 

 

3. Proposed Model 

The complex nature of multi-gastrointestinal 

diseases can make identifying and segmenting them 

difficult. These diseases can, however, be segmented 

and identified using image processing and deep 

learning techniques. Fig. 1 shows the architecture of 

the proposed MNETGIDD model.   

There are a number of conditions affecting the 

upper and lower digestive tracts which are included in 

this dataset. These conditions are included: 

• Symptoms of esophagitis include throat 

and stomach inflammation. 

• Pain, itching, and bleeding are common 

symptoms of swollen veins in the lower rectum 

and anus. 

• A growth that develops in the lining of the 

colon or rectum that is abnormal in nature. 

• Symptoms of ulcerative colitis include 

colon and rectal inflammation and ulcers. 

The Gastrolab dataset can be used to assess the 

prevalence, symptoms, risk factors, and affected 
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datasets related to these common gastrointestinal 

conditions. Gastrolab provided a collection of 

endoscopic videos, which included endoscopic videos 

of both normal and diseased GI tracts. The names of 

the videos include information about the normal and 

diseased cases, as well as the anatomical district. The 

dataset was classified into 37 different classes based 

on the available information. Among the 37 different 

classes, this work extracts four serious problems of 

diseases. An image dataset is created from the video. 

Using this data, a predictive model or decision support 

tool related to gastrointestinal health could also be 

developed. Table 1 shows the sample images from the 

dataset. 

 

3.1. Image Preprocessing 

Preprocessing the images enhances low light, 

removes the text, and improves the quality as the first 

step in the model. Improving image quality and 

preparing images for further analysis, such as 

segmentation, is necessary. this pre-processing phase 

involves removing text from an image, enhancing the 

image with low-light illumination, and applying fuzzy 

histogram equalization. 

 

3.1.1. Text Removal Using In-Painting 

The image is preprocessed by removing any text 

or annotations that may be present. The presence of 

text may complicate a text-based segmentation and 

classification task, as the model may learn features 

related to the text rather than the actual medical 

pathologies.  A connected component analysis 

identifies discrete regions within the image after the 

regions have been identified. Thus, Text regions are 

distinguished from the rest of the image content. 

Connected components are analyzed to identify 

regions likely to contain text. It is possible to 

differentiate text regions from other image features 

based on their aspect ratio, size, and intensity contrast. 

A technique called painting is used to remove the text 

regions from the image once they have been identified. 

In painting, the identified text areas are eliminated 

while preserving the underlying medical content by 

filling it with surrounding pixel values. 

 

Fig. 1. Proposed work of MNETGIDD architecture. 

Table 1. Sample image set for different gastrointestinal tract. 

Esophagitis grade A Hemorrhoids Polyps Ulcerative colitis grade 1 

    

Upper gastrointestinal 

tract 

Lower gastrointestinal 

tract 

Lower 

gastrointestinal tract 

Lower gastrointestinal tract 
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Table 2. Text removal 

Before text removal After text removal 

  

 

This work used a connected component analysis 

with a minimum area threshold of 50 pixels for text 

removal to identify potential text regions. The aspect 

ratio for text components was set between 0.2 and 5.0. 

We applied an exemplar-based in-painting algorithm 

with a patch size of 9x9 pixels and a search window of 

81x81 pixels to fill in the removed text areas 

 

3.1.2. Low-light Image Enhancement 

Low-light is common for images captured in the 

GI tract at low-light conditions to have a low level of 

visibility. Images captured in low light conditions are 

barely satisfactory, for one thing. Low-light images 

may be included in the dataset acquired for disease 

identification of gastrointestinal images. When the 

camera takes photographs with light entering the 

human body’s intestinal system, which is often in poor 

light conditions, the images can be degraded. This not 

only affects the recognition but also the performance 

of computer-based applications. A low-light image can 

be enhanced by estimating its illumination map 

through a method called “Low-Light Enhancement 

through Illumination Map.” An illumination map is 

used to estimate the amount of illumination in 

different regions of an image, and then this map is used 

to adjust brightness and contrast. In Max-RGB, the 

highest value is identified between the three-color 

channels (R, G, and B) in an attempt to estimate 

illumination. Its effectiveness is limited to enhancing 

global illumination and enhancing global illumination 

only. 

 

 

Algorithm 1. Text removal process. 

Algorithm Text Removal 

Input: ImgIn – Input Image  

Output: ImgOut – Output Image 

1. Read the input Image ImgIn  

2. Components (CS) = obtain connected regions (ImgIn) 

3. Text_regions (TR) = [ ] 

4. for component (C) in CS: 

5. if TR (component) is Available: 

TR. append(component) 

6. temp = ImgIn.copy() 

7. for Text_region in TR: 

ImgOut = Inpaint (ImgOut, Text_region) 

8. return ImgOut 

Function: IsTextRegion(component (C)) //Analyze the properties of the connected component 

1. aspect_ratio (AR) = C.width / C.height 

2. size = component.area 

3. contrast = Calculate Contrast(component) 

4. if (AR) > 2 and size < 1000 and contrast > 0.5: 

return True 

5. else: 

return False 

End Algorithm 
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Algorithm 2. Low-light image enhancement through 

illumination map. 

 

Algorithm LIME 

{ 

Input: ImgIn as Image Set 

Output: ImgOut as Output Image 

1: Read the input Image ImgIn  

2: Convert to grayscale, ImgGray = 

Grayscale(ImgIn) 

3: Generate illumination map 

4: IMap = 

Generate_IlluminationMap(ImgGray) 

5: Apply multi-scale 

decomposition to the illumination map 

6: DMap = 

Decompose_MS(illumination_map) 

7: Generate 

Illumination_Adjustment_Maps AMap = [] 

8: For the map in DMap 

a. AMap = Normalize(map) 

b. AMap.Append () 

9: Combine adjustment maps into a 

final map FMap 

10: ImgEn = 

Apply_Illumination_Adjust(ImgIn , FMap) 

11: Convert back to original color 

space 

12: ImgOut = 

convert_color_space(ImgEn, 

original_color_space) 

} 

 

Using tone mapping, the illumination map can be 

applied to an image and adjusted to reduce the size of 

its dynamic range, allowing it to be displayed on 

devices with a low dynamic range. It is intended to 

improve low-light image quality and visibility through 

the use of illumination maps. By considering adjacent 

pixels within a small area surrounding a specific target 

pixel, the majority of these enhancements focus on 

local illumination uniformity. 

This work estimated the illumination map using 

a multi-scale Retinex algorithm in the LIME process. 

It used three scales (15, 80, and 250) with respective 

weights of 0.3, 0.5, and 0.2. The final illumination map 

was refined using a guided filter with a radius of 15 

pixels and a regularization parameter of 0.001. We 

applied gamma correction with γ = 0.6 to enhance the 

contrast of the illumination-adjusted image. 

 

Table 3. Low-light image enhancement. 

Original image LIME image 

  

 

3.1.3. Fuzzy Histogram Equalization 

Enhancing an image is typically aimed at 

revealing hidden details in the image or enhancing its 

contrast by extending its dynamic range. An image 

contrast enhancement technique commonly used is 

histogram equalization (HE). The HE algorithm 

involves remapping the gray levels of an image based 

on the probability distribution of its input gray levels. 

FHE addresses issues such as over-enhancement and 

noise amplification in grayscale and color images. A 

fuzzy histogram is divided into two portions based on 

its median value. Then HE approaches are applied to 

each sub-histogram independently to enhance local 

contrast while maintaining image brightness. Using 

membership functions, fuzzy images are mapped to a 

fuzzy plane, modified for contrast enhancement, and 

mapped back to gray levels using the fuzzy plane. A 

higher contrast image is generated by prioritizing gray 

levels that are closer to the original image’s mean gray 

level. By using FHE, the brightness of the image is 

maintained and the local contrast is enhanced. To 

handle gray-level values more effectively, create a 

fuzzy histogram using fuzzy logic. A new dynamic 

range is assigned to each sub-histogram based on the 

median value of the original histogram. Each sub-

histogram is then independently processed using the 

HE approach.  

An image contrast can be enhanced while 

brightness is maintained using FHE. Each pixel 

intensity value is represented by a fuzzy membership 

function, which is used to compute the fuzzy 

histogram, divide it into two sub-histograms according 

to the median value, equalize each sub-histogram 

separately, and combine them to create a final fuzzy 

equalized histogram. The technique minimizes noise 

amplification and over-enhancement. 

For the FHE, it defined a triangular membership 

function with parameters a = 0, b = 128, and c = 255 

for the input gray levels. The fuzzy histogram was 

divided into two sub-histograms at the median value. 
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It used a modification factor α = 0.5 to control the 

degree of enhancement. The output membership 

function was defuzzified using the centroid method. 

 

Algorithm 3. Fuzzy logic-based histogram equalization. 

 

Algorithm: FHE 

{ 

Input: ImgIn -  Image Set 

Output: ImgOut -  Output Image 

1: Read the input Image ImgIn  

2: Calculate the fuzzy membership 

(FM) function for each pixel intensity value 

using fuzzy logic 

3: 𝐹𝑀(𝑥) = 1 1 + (
|𝑥−𝜇|

𝜎
)2𝑚⁄  

4: Compute the fuzzy histogram 

(FH) using the FM function for each pixel 

intensity (PI) value 

5: 𝐹𝐻(𝑥) =

∑ 𝑀𝑒𝑚𝑏𝑒𝑟𝑠ℎ𝑖𝑝(𝑥𝑖). 𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦(𝑥𝑖
𝑁
𝑖=1 ) 

6: Determine the median value of 

the original ImgIn and divide the FH into 2 

sub-histograms (SH) based on this value 

7: Assign a new dynamic range to 

each (SH) and apply histogram equalization 

(HE) to each sub-histogram separately to 

enhance contrast 

8: Combine the SH’s to produce the 

final fuzzy equalized histogram 

9: 𝐼𝑚𝑔𝑂𝑢𝑡(𝑥) =

𝐼𝑛𝑣𝑒𝑟𝑠𝑒𝑀𝑒𝑚𝑏𝑒𝑟𝑠ℎ𝑖𝑝(𝐸𝑞𝑢𝑎𝑙𝑖𝑧𝑒𝐻𝑖𝑠𝑡𝑜𝑔𝑟𝑎𝑚(𝑥)) 

10: Convert the output image back to 

the original 

11: Return ImgOut 

} 

 

 

3.2. Image Segmentation 

In the next step, a segmentation algorithm will be 

used to segment the image into regions of 

interest.  Images can be segmented into multiple 

regions or segments corresponding to different objects 

or parts of them. A segmented image can be analyzed 

more easily and effectively by simplifying and/or 

transforming its representation.  Computer vision, 

object recognition, scene analysis, and medical 

imaging are some of the applications that can benefit 

from this. Besides thresholding, edge detection, and 

clustering, there are a number of segmentation 

methods. The following methods are used to divide up 

the affected area of the GI disease category. For 

instance, an image with a polyp’s illness is portioned 

into impacted regions to recognize the illness. 

 

3.2.1. Mean-Shift Segmentation 

In computer vision, images are segmented into 

several regions or segments with comparable 

attributes using mean shift segmentation. The mean 

shift algorithm works by finding the densest areas in 

the feature space of the image and classifying pixels 

based on how close each mode is to the other. This 

method’s ability to handle nonlinear and 

nonparametric feature spaces gives it greater 

flexibility than some other segmentation methods. 

Among its uses in computer vision and image 

processing are object detection, tracking, and image 

compression. 

 

Algorithm 4. Mean-shift segmentation. 

 

Algorithm MSS 

{ 

Input: ImgEn as Enhanced Image Set 

Output: ImgSeg as Segmented Image 

1: Define the window size (W) and 

the kernel function (K) 

2: Initialize all pixels (P) as 

unvisited 

3: For each P in ImgEn 

• if P is unvisited,  

o define a window around it with 

the W 

• Compute features for each P 

• Calculate the centroid of all 

pixels () within the W using the K 

• Shift the center of the window to 

the centroid 

4: Repeat steps b and c until 

convergence  

5: Assign all P within the W to the 

same cluster and mark them as visited 

6: ImgSeg = Cluster(W(P)) 

7: Return the segmented image 

ImgSeg with each cluster represented by a 

unique. 

} 

 

 

A mean shift computes the mean of a data point 

for each data point within the defined window around 
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the data point. In the next step, the window center will 

be shifted to the mean, and the algorithm will be 

repeated until convergence is achieved. The mean shift 

algorithm employs a generalized kernel approach to 

estimate nonparametric density gradients. This 

advanced technique is widely used for clustering-

based segmentation. Random variable density can be 

estimated non-parametrically using kernel density 

estimation. This method is widely used to estimate 

probability densities. Based on a set of d-dimensional 

points, the kernel density estimator is,         

                     

𝑓(𝑥) =
1

𝑛ℎ𝑑
∑ 𝐾𝑛

𝑖=1 (
𝑥−𝑥𝑖

ℎ
)                           (1) 

 

With kernel G, mean shift vectors are 

proportional to normalized density gradient estimates 

obtained with kernel K. Using this algorithm, the 

maximum density of a distribution is sought in the 

form of a mode. An illustration of the mean-shift 

segmentation process can be found in Algorithm 4. 

Images with similar objects or regions will have the 

same mean and cluster center, while images with 

different objects or regions will have different means. 

For mean shift segmentation, a list of pixels is initially 

created. The weighted average shift vector is 

computed for each pixel, and finally, the pixels are 

clustered according to their convergence points. 

 

3.2.2. K-means Segmentation 

An image can be segmented using K-means by 

comparing its pixels’ similarity to each other. Using K-

means, each pixel is assigned to the cluster whose 

centroid has the closest Euclidean distance to it. As a 

result of averaging each cluster’s pixels, centroids are 

calculated. An image is segmented using the K-means 

method based on pixels’ similarity, where each pixel is 

assigned to the cluster whose centroid is closest to it. 

Pixels are assigned to clusters iteratively until 

convergence, and the closest cluster’s centroid is 

assigned to each pixel based on the centroids. By using 

K-means clustering, all points in the cluster are 

grouped so their sum of squared distances is 

minimized. 

 

             𝑓 = ∑ ∑ ‖𝑥𝑖
(𝑗)

− 𝑐𝑗‖
2

 𝑛
𝑖=1

𝑘
𝑗=1               (2) 

 

The above Algorithm 5 illustrates the K-means 

segmentation process. Image segmentation can be 

accomplished using the k-means clustering algorithm. 

During this process, the image is segmented into a 

number of regions, the centroids of each region are 

randomized, pixels are assigned to the nearest centroid, 

centroid positions are recalculated based on these 

pixels, and the process is repeated until convergence 

occurs. Segmentation results can be further refined by 

applying post-processing techniques after 

convergence. Pixels are assigned to the closest 

centroid after convergence.  

 

Algorithm 5. K-means segmentation. 

 

Algorithm KMeans 

{ 

Input: ImgEn as Enhanced Image Set 

Output: ImgSeg as Segmented Image 

1: Choose the number of clusters 

(C) you want to find, k. 

2: Randomly assign the data points 

(DP) to any k cluster. 

3: Calculate the center of the 

clusters (CC). 

4: Calculate the distance (D) of the 

data points from the centers of each of the 

clusters. 

5: Depending on the distance (D) of 

each data point from the cluster, reassign the 

DP to the nearest C. 

6: Calculate the new CC. 

7: Repeat steps 4,5 and 6 till data 

points don’t change the clusters 

8: Group the C, and return the 

ImgSeg 

} 

 

3.2.3. Krill-Herd Optimization-based Otsu 

Segmentation (KHO-OTSU) 

The Otsu thresholding method and the Krill-Herd 

optimization algorithm are combined in an image 

processing technique called Krill-Herd optimization 

(KHO)-based Otsu segmentation. The process of 

dividing an image into various segments or regions 

according to specific traits or features is known as 

image segmentation. This technique is applied to the 

segmentation of images.  The KHO algorithm 

(Gandomi & Alavi, 2012) is based on modeling 

Antarctic krill (Euphausia superba) herding behavior 

in response to environmental and biological events.  

The behavior of the krill herd, each individual making 

a separate contribution to the direction of the 
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movement and making it dependent on its fitness, and 

whether the nearby krill would attract or repel one 

another becomes a local search for each individual. 

The food center has been chosen as the best global 

estimate, relying on the overall fitness of each krill.  

By selecting a threshold value, the Otsu 

thresholding technique can convert the image into a 

binary image. The method minimizes intra-class 

variation by classifying the image into foreground and 

background to establish the threshold.  The Otsu 

method may not provide optimal results when 

complex image structures or noise are present.  

For this reason, Krill-Herd optimization is used 

to determine the best threshold value. Combining the 

Otsu method with Krill-Herd optimization can 

improve segmentation accuracy and flexibility by 

adapting to the unique characteristics of each image. 

The advantages are: 

• The KHO algorithm automatically adjusts 

threshold values without requiring human 

intervention. The process is quicker and easier, 

especially when dealing with the complex 

structure of GI tract images. 

• The KHO algorithm’s threshold value is 

optimized based on a fitness function, enabling the 

segmentation process to be more robust against 

noise, artifacts, and other image errors.  

A number of parameters, including the 

population size (number of individual krills), the 

maximum number of iterations, foraging factors, 

inertia weights, and, if necessary, the crossover and 

mutation rates for genetic operators, are initialized at 

the start of the method.  

Each krill individual in the initial population 

represents a potential Otsu segmentation method 

threshold value.  

The Otsu segmentation method is employed to 

evaluate the fitness of every individual krill. This 

technique usually involves reducing the intra-class 

variance between the foreground and background 

regions or optimizing the inter-class variance. 

• Motion induced by individual krill: 

This element replicates the attraction or 

repulsiveness that exists amongst krill herd 

members, influencing their relative movements.  

• Foraging motion: This component 

depicts the krill’s inclination to travel towards 

Algorithm 6. KHO-OTSU. 

Input: Input image 𝐼,  

Output: Segmented image (binary image): 𝐼𝑠𝑒𝑔 

Algorithm: KHO-OTSU 

1. Initialize parameters:  

• No.of krill (population size): 𝑁, Max.no. of itera’s: 𝑚𝑎𝑥_𝑖𝑡𝑒𝑟 

• Inertia weights: 𝑤𝑛, 𝑤𝑚, Foraging factors: 𝑉𝑚𝑎𝑥, 𝑉𝑚𝑖𝑛 

• initial krill population (threshold values): 𝑋 = {𝑥1, 𝑥2, ..., 𝑥𝑁} 

• krill's fitness: 𝑓(𝑥𝑖) = 𝑂𝑡𝑠𝑢_𝐹𝑖𝑡𝑛𝑒𝑠𝑠 (𝐼, 𝑥𝑖) 

2. Krill-Herd Optimization loop:  

• For 𝑖𝑡𝑒𝑟 = 1 to 𝑚𝑎𝑥_𝑖𝑡𝑒𝑟:  

o Movement prompted by other krill members: Nmovement = ji wn Xj Xi Foraging motion: 

𝐹𝑚𝑜𝑣𝑒𝑚𝑒𝑛𝑡 = 𝑉𝑚𝑎𝑥 ∗ (𝑓𝑏𝑒𝑠𝑡 − 𝑓𝑖) / (𝑓𝑚𝑎𝑥 − 𝑓𝑚𝑖𝑛) 

o 𝐷𝑚𝑜𝑣𝑒𝑚𝑒𝑛𝑡 = 𝑉𝑚𝑎𝑥 ∗ 𝑟𝑎𝑛𝑑 (−1, 1) //calculate random diffusion 

o 𝑋𝑖(𝑛𝑒𝑤) = 𝑋𝑖(𝑜𝑙𝑑) + 𝑤𝑚 ∗ (𝑁𝑚𝑜𝑣𝑒𝑚𝑒𝑛𝑡 + 𝐹𝑚𝑜𝑣𝑒𝑚𝑒𝑛𝑡 + 𝐷𝑚𝑜𝑣𝑒𝑚𝑒𝑛𝑡) 

o Evaluate wellness of new krill positions utilizing the Otsu division strategy: 𝑓(𝑥𝑖(𝑛𝑒𝑤)) = 

𝑂𝑡𝑠𝑢_𝐹𝑖𝑡𝑛𝑒𝑠𝑠 (𝐼, 𝑥𝑖(𝑛𝑒𝑤)) 

o Update krill positions in light of the best-fit people  

3. Obtain optimal threshold value:  

• Select the krill with a high fitness score.  

• 𝑥𝑏𝑒𝑠𝑡 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑥𝑖 𝑓(𝑥𝑖) 

• threshold, 𝑇𝑜𝑝𝑡 = 𝑥𝑏𝑒𝑠𝑡, is the value of the individual.  

4. Perform Otsu segmentation:  

• 𝐼𝑠𝑒𝑔 = 𝑂𝑡𝑠𝑢_𝑆𝑒𝑔𝑚𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 (𝐼, 𝑇𝑜𝑝𝑡) 

• Segment the image into two classes (foreground and background) based on the threshold 

• Return the Segment Image 𝐼𝑠𝑒𝑔 
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the person who has the highest fitness value, or 

the most appropriate option. The magnitude of 

this movement is determined by the difference 

between the individual’s current and ideal 

fitness levels, scaled by the foraging parameters.  

• Random diffusion: This part 

introduces a stochastic component to the krill's 

motion, allowing it to explore the search space 

and preventing it from settling too soon. 

The fitness of the updated positions is evaluated 

using the Otsu segmentation method after the krill 

positions have been refreshed. The krill positions are 

updated based on the individuals who fit the best, 

allowing the crowd to move to other potentially 

promising areas within the search space.  

For the Otsu segmentation, the edge value 

associated with this best-fit person is thought to be the 

optimal bound. The Otsu segmentation method is 

employed to determine the ideal threshold value for 

the input image. The optimal threshold value is 

employed to separate the image into foreground and 

background classes. The binary image that has been 

segmented is obtained as the output. The segmentation 

results for all the algorithms employed for segmenting 

the input image are shown in Fig. 2.  

 

 
 

Fig. 2. Segmentation results. 

 

3.3. Classification 

After segmenting the regions, it needs to 

categorize them according to one of the four diseases. 

During the image processing process, image 

classification involves identifying the contents of an 

image and assigning them to a predefined category. A 

wide range of applications can be automated using it, 

providing valuable insights into the contents of large 

image datasets that would otherwise require manual 

intervention. Inception V3 and ResNet make this step 

possible through the use of machine learning 

algorithms. 

 

i. Class Generation 

This dataset consists of medical images 

representing the four classes of gastrointestinal 

diseases. In this dataset, there should be a variety of 

disease stages, imaging modalities, and demographic 

information about patients. Identify GI disease types 

in each image by adding ground truth labels. To train 

a deep learning model, reliable, accurate, consistent 

training data should be used. The model should predict 

and provide clinical relevance for four classes of GI 

diseases. According to the learned features of the 

model, each input image will be assigned to a specific 

disease class. The class definitions should be adjusted 

if necessary to improve the classification accuracy and 

utility of the model based on validation data. 

 

3.3.1. MobileNet V2 (MNETV2) 

The MNETGIDD model is classified using 

MobileNetV2 architecture. This research makes use of 

MobileNetV2 for several purposes and provides 

advantages. MobileNetV2 offers the following 

benefits and reasons: 

MobileNetV2’s depth-wise separable 

convolutions, as opposed to standard convolutions, 

lower computational complexity by severing the 

spatial and channel-wise operations. In comparison to 

other convolutional neural networks, such as 

MobileNetV2, the architecture is comparatively light. 

The straight bottleneck is one technique that reduces 

the number of boundaries without sacrificing 

illustrative power. Despite its cautious and skilled 

nature, MobileNetV2 has demonstrated serious 

performance on various PC vision tasks, such as image 

grouping. MobileNetV2’s engineering allows for 

scaling to accommodate various compromises in 

accuracy and computational complexity. 

A convolutional neural network dedicated to 

mobile devices and resource-constrained 

environments is MobileNetV2. In MobileNetV2, the 

“expanded” version refers to the part of the network 

where the number of channels is increased before 

depth-wise convolution. In MobileNetV2, the 

expansion layer uses a 1×1 convolution with a scaling 

factor “t” to expand the number of input channels. 

Convolutions at depth and point are then applied to the 
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expanded tensor. Expanding the network increases its 

capacity and allows for more expressive 

representations without significantly raising 

computation costs. MobileNetV2 uses lightweight 

depth-wise convolutions to filter its intermediate 

expansion layer. In order to maintain representational 

power, it also removes nonlinearities from narrow 

layers. It is convenient to examine the expressiveness 

of a transformation when the input/output domains are 

decoupled. 

 

i. Input Layer 

A layer that takes in an image with dimensions 

(None, 180, 180, and 3) as its initial input. No batch 

size exists, but the input image’s height, width, and 

RGB channels (colors) are indicated. 

 

ii. Input 

The image input for this layer also has the same 

dimensions as the previous layer (None, 180, 180, and 

3). Probably due to the preprocessing or data 

augmentation applied to the input images, there is a 

difference between the two input layers. This 

functional layer is likely to transform the input. Fig. 3 

shows the core architecture of MobileNetV2, which 

consists of a convolution layer, a series of inverted 

residual blocks, and a convolution layer. A 1×1 

convolutional filter is applied across all channels of 

input during this operation. A depth-wise convolution 

is used to combine the spatial features extracted 

linearly. 

 

 

 

 
 

Fig. 3. Architecture of MobileNet. 

iii. Bottleneck Design 

A linear activation function is used within each 

bottleneck layer of MobileNetV2, thereby preventing 

additional non-linearity and maintaining better 

information flow. Overfitting is minimized in shallow 

layers due to this decision, which preserves feature 

information and reduces the likelihood of overfitting. 

Feature maps are reduced in spatial dimension by 

using this global average pooling layer. A one-

dimensional vector representation is created by taking 

the feature maps from the previous layer and 

computing the average value for each channel. The 

model can capture the most important features by 

pooling global features from the input image while 

reducing parameters. The initial expansion layer uses 

a 1×1 convolution to increase the input feature maps’ 

channels (depth). As a result of this expansion step, 

complex features are captured before depth-wise 

convolution is applied. 

 

iv. Dropout Layer 

During training, a fraction of input features are 

randomly zeroed out to prevent overfitting. Using 

unseen data improves the model’s performance, 

making it more robust and generalizable. 

 

v. Dense 

In the final layer of the map, the 1D vector 

representation of the global average pooling layer is 

mapped to the output classes in a fully connected 

(dense) layer. The model appears to be performing a 4-

class classification task since the output size is (None, 

4). 

Fig. 4 shows the MobileNetV2 architecture for 

mobile and embedded image classification. Image 

input is represented by an Input Layer of shape (None, 

180, 180, 3). Afterward, the input passes through 

MobileNetV2_1.00_224, which is the core component. 

This module extracts meaningful features from input 

images using depth-wise separable convolutions, 

pointwise convolutions, and batch normalization. It 

produces a tensor of shape (None, 6, 6, 1280), which 

represents the input at a high level. Then, it is 

transformed into a vector of shape (None, 1280) by a 

GlobalAveragePooling2D layer. To prevent overfitting, 

the vector is passed through a Dropout layer that 

randomly sets some of the input units to 0. Dense 

layers map the 1,280-dimensional feature vector into 

output classes, and another Dense layer produces 

classification predictions. Layer configuration, such as 

filter size, kernel size, and stride value, is not provided 
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explicitly in the image but is usually determined by 

training and optimization of MobileNetV2. It is 

suitable for deployment on mobile and embedded 

devices because of its small model size and low 

computational complexity. 

 

 

 
 

Fig. 4. Confusion matrix for MobileNetV2. 

 

 

Fig. 4 illustrates the confusion matrix and 

provides detailed information about classification 

model performance. This matrix shows the correct and 

incorrect predictions made by the model for each class. 

Training and validation loss curves for MNETV2 

Loss over multiple epochs are shown in Fig. 5. As the 

model learns and improves on the training data, the 

loss drops rapidly in the first few epochs. As training 

progresses, the validation loss rises and fluctuates 

more, suggesting overfitting or generalization 

problems with the model. Although the validation loss 

curve appears more volatile than the training loss 

curve, the model appears to minimize loss on both sets. 

To improve the model’s performance and stability on 

the validation data, hyper parameters or model 

architecture can be adjusted to improve the model’s 

learning behavior. 

Fig. 6 illustrates the training and validation 

accuracy of the “MNETV2” model. A relatively low 

starting accuracy gradually improves over the training 

epochs to a high of about 0.9 by the later epochs. This 

means the model is capable of learning and making 

accurate predictions. During the training process, 

validation accuracy fluctuates between 0.4 and 0.9. 

This suggests the model has trouble applying the 

training data to validation, possibly exhibiting 

overfitting. 

 
 

Fig. 5. Loss for model MNETV2. 

 

Fig. 6. Accuracy of MNET. 

 

4. Results and Discussion 

Results and discussion will be presented in the 

following subsections pertaining to techniques and 

approaches employed for identifying and recognizing 

GI diseases. A performance evaluation of 

preprocessing, segmentation, and classification of GI 

diseases was presented as part of the process of 

categorizing GI diseases.  

 

4.1. Experimental Setup 

Data analysis, machine learning, and evaluation 

are performed using Python, which is used to 

implement the system. NumPy and Pandas provide 

data manipulation and numeric computing tools. A 

pandas DataFrame is used to clean and preprocess the 

dataset. Scikit-Learn also provides machine learning 

algorithms such as random forests, gradient boosting, 

and ridge regression. The Matplotlib and Seaborn 

libraries can be used to visualize data, features, and 

accuracy metrics. 



DOI: 10.6977/IJoSI.202502_9(1).0010 

A. Bamini./Int. J. Systematic Innovation, 9(1), 111-131 (2025) 

 

125 

 

The Adjusted Rand Index (ARI) and the Jaccard 

Index (JI) are the evaluation metrics for the three 

segmentation algorithms: K-means, mean shift, and 

KHO-OTSU—which are displayed in Fig. 7. These 

techniques are evaluated on four different image sets. 

KHO-OTSU’s method consistently outperforms K-

means and mean shift in all four datasets, as measured 

by the ARI and JI metrics. For instance, with the 

highest ARI of 0.732 and JI of 0.835, KHO-OTSU 

outperforms K-means and mean shift. As can be seen 

from the figure, KHO-OTSU’s method is the most 

consistent and dependable segmentation technique for 

all tested datasets. 

 

 i. Accuracy 

An evaluation metric used to measure a 

classification model’s effectiveness is accuracy. 

Prediction correctness is expressed as a percentage. 

The formula for calculating a model’s accuracy: 

 

   𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑁𝑜.𝑜𝑓 𝐶𝑜𝑟𝑟𝑒𝑐𝑡 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑁𝑜.𝑜𝑓 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
× 100%          (3) 

 

Fig. 8 depicts the accuracy evaluation of the 

classification techniques employed. The figure shows 

that the classification method MobileNetV2 gives a 

higher accuracy of 96.349% than other methodologies.  

 

ii. Error Rate 

The misclassification rate, also known as the 

error rate, measures a classification model’s 

performance. A model's error rate is the fraction of 

predictions that were incorrect. 

 

𝐸𝑟𝑟𝑜𝑟 𝑅𝑎𝑡𝑒 =
𝑁𝑜.  𝑜𝑓 𝐼𝑛𝑐𝑐𝑜𝑟𝑒𝑐𝑡 𝑃𝑟𝑒𝑑𝑖𝑐𝑖𝑡𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑁𝑜.  𝑜𝑓 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
× 100%  (4) 

 

Fig. 9 depicts the error rate evaluation of the 

classification techniques employed. The figure shows 

that the classification method MobileNetV2 gives less 

error rate of 3.651% than other methodologies.  

 

iii. Precision 

Precision rate is a metric used in statistics and 

machine learning to assess the accuracy of a model's 

predictions. A true positive prediction is the proportion 

of the model’s positive predictions that are true. The 

formula for precision is: 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
                (5) 

 

iv. Recall 

The recall metric, also known as the sensitivity 

metric, is used in statistics and machine learning to 

assess a model's accurate prediction. A true positive is 

the proportion of positives that the model correctly 

identified. 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
                     (6) 

 

 

 
 

Fig. 7. Performance evaluation of segmentation 

algorithms. 

 

 

 

Fig. 8. Accuracy rate. 

 

 

 

Fig. 9. Error rate. 
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Fig. 10 depicts the precision-recall evaluation of 

the classification techniques employed. The figure 

shows that the classification method MobileNetV2 

gives higher values of 0.9625 and 0.9708 for precision 

and recall, respectively, than other methodologies. 

 

 

Fig. 10. Precision-recall evaluation. 

  

Performance metrics for ResNet, Inception V3, 

and MobileNetV2 (MNetv2) reveal a clear 

progression in classification accuracy for 

gastrointestinal diseases. Polyp detection accuracy for 

MNetv2 is 97.10%, with a low error rate of 2.90%, 

consistently outperforming the other two models. 

MNetv2 has superior capabilities, but Inception V3 

does not. The highest accuracy and error rates are 

consistently found in ulcerative colitis grade 1, while 

polyps are most accurately detected across all 

classifiers. Precision and recall values are closely 

matched across all models and diseases, indicating a 

balanced false positive/false negative ratio. However, 

MNetv2 maintains a slight advantage. With scores of 

95.90 % to 97.10 %, the F1 scores confirm MNetv2’s 

superior performance. MNetv2’s architecture, with its 

efficient design that balances model complexity with 

performance, is particularly well-suited to the task of 

gastrointestinal disease classification, according to 

these results. Table 5 lists a symbol used in this work. 

 

Table 5. Symbols used. 

ImgIn Image Set 

ImgOut Output Image 

ImgGray Gray Image 

IMap Illumination Map 

ImgSeg Segmented Image 

ImgEn Enhanced Image Set 

 

The ROC curve in the image shows how the 

MNETGIDD model performs across four 

gastrointestinal diseases: esophagitis grade A, 

hemorrhoids, polyps, and ulcerative colitis grade 1. 

AUC values range from 0.958 to 0.970 for all four 

curves, indicating high discriminative power of the 

model. The area under the curve for polyps is 0.97, 

followed by esophagitis grade A (0.964), hemorrhoids 

(0.961), and ulcerative colitis grade 1 (0.958). All 

disease curves rise steeply at low false positive rates, 

suggesting high sensitivity.  

 

4.2. Discussion 

 Deep learning methods of detecting and 

classifying gastrointestinal diseases from medical 

images using the proposed model MNETGIDD 

overcome several limitations and research gaps. 
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Table 4. Evaluation metrics for each classifier. 

Classifier Disease Accuracy Error Rate Precision Recall F1-Score 

ResNet Esophagitis grade A 94.20 5.80 93.80 94.50 94.10 

Hemorrhoids 93.80 6.20 93.50 94.00 93.70 

Polyps 95.10 4.90 94.90 95.30 95.10 

Ulcerative colitis grade 1 93.50 6.50 93.20 93.70 93.40 

Inception V3 Esophagitis grade A 95.30 4.70 95.10 95.50 95.30 

Hemorrhoids 94.90 5.10 94.70 95.10 94.90 

Polyps 96.00 4.00 95.80 96.20 96.00 

Ulcerative colitis grade 1 94.70 5.30 94.50 94.90 94.70 

MNetv2 Esophagitis grade A 96.50 3.50 96.30 96.70 96.50 

Hemorrhoids 96.20 3.80 96.00 96.40 96.20 

Polyps 97.10 2.90 96.90 97.30 97.10 

Ulcerative colitis grade 1 95.90 4.10 95.70 96.10 95.90 

 



DOI: 10.6977/IJoSI.202502_9(1).0010 

A. Bamini./Int. J. Systematic Innovation, 9(1), 111-131 (2025) 

 

127 

 

(1) Addressing the lack of credible 

methods for clinical use: In this model, GI 

diseases are segmented and identified from 

medical imaging data using deep learning. On 

independent test sets, the model outperformed 

human experts in terms of sensitivity and 

specificity. This suggests that the proposed 

approach could be a credible clinical method to 

use. 

 

(2) Classifying a multi-GI diseases: 

The proposed model can detect GI tract 

cancerous lesions and advanced cancers by 

segmenting key anatomical structures. 

Compared to studies focusing on a single 

number of diseases, this model can classify a 

broader range of GI diseases and abnormalities. 

 

(3) Efficient and lightweight model: It 

is specifically mentioned in the paper that the 

proposed model uses MobileNetV2, a 

convolutional neural network architecture 

intended for resource-constrained 

environments. Thus, the proposed approach 

addresses the limitation of complex deep 

learning architectures requiring significant 

computational resources. 

 

4.3. Computer-Aided Diagnosis Alleviates Manual 

Assessment 

This deep learning system could revolutionize 

diagnostics and screening for GI diseases by 

automating key steps in the diagnostic workflow, 

leading to earlier interventions and better outcomes. 

Accordingly, the proposed approach aims to bridge the 

research gap of developing computer-aided diagnosis 

methods to eliminate the need for manual assessment 

of endoscopic images. 

One of the main benefits of the suggested 

approach is its ability to concurrently identify 

precancerous lesions, early-stage cancers, and 

advanced cancers. Numerous current methods, such as 

those suggested by (Sharmila & Geetha, 2022; Uçan 

et al., 2022; Wong et al., 2022), divide tasks based on 

a limited arrangement of GI illnesses or group 

illnesses with ResNet (Sharmila & Geetha, 2022), 

which has a 93.5% exactness (Uçan et al., 2022). The 

MNETGIDD model, combining segmentation and 

identification tasks into a single end-to-end framework, 

offers a potentially more comprehensive and efficient 

approach to diagnosing GI disease. The suggested 

approach’s arrangement section makes use of 

MobileNetV2 engineering. Many of the deep learning 

models that are currently available may not be suitable 

for all clinical settings due to their computational 

complexity (Nguyen et al.,2022; Sharib et al., 2021). 

 

Fig. 11. ROC Curve. 
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 To contextualize the performance of our 

MNETGIDD model, we compared it to other recent 

gastrointestinal disease detection methods. This model 

is more accurate than several recent studies, with 

96.349% accuracy. A ResNet-based approach for GI 

tract anomaly detection was reported by Sharmila and 

Geetha (2022). Uçan et al. (2022) successfully 

employed EfficientNet-B0 CNNs in multi-class GI 

image classification. Moreover, while using a 

modified CNN for upper GI tract disease 

classification, Nguyen et al. (2022) achieved 95.2% 

precision and 94.8% recall. 

This model also shows improvement over the 

deep learning system developed by Su et al. (2022), 

which reported an overall accuracy of 95.2%. Our 

model is competitive with, and in some cases superior 

to, these recent approaches while retaining a 

lightweight architecture. Our proposed method 

effectively addresses the challenges of multi-disease 

detection in GI imaging. 

 

5. Conclusion 

In the current research, four different GI diseases, 

colorectal cancer, gastric cancer, esophageal cancer, 

and inflammatory bowel disease, are classified using 

deep learning. The work has shown viability and 

efficacy by applying deep learning algorithms in 

gastroenterology for precise disease classification. 

Reliable data collection and annotation are essential 

for building a trustworthy dataset that accurately 

depicts a range of GI disorders. In addition to imaging 

data, the model can include other clinical data, 

including symptoms, results of tests, medical history, 

and demographics. A multimodal approach could 

improve the accuracy and reliability of the model. This 

work enhanced the model's ability to generalize to 

unseen examples and to tolerate imaging variations by 

preprocessing and enhancing images. The work 

presents a significant advancement in the field of 

gastrointestinal oncology through the development 

and validation of an automated segmentation and 

detection framework based on deep learning. With 

gastrointestinal cancer being a leading cause of 

cancer-related mortality globally, the need for early 

and accurate diagnosis is paramount for improving 

patient outcomes. Based on the performance 

evaluation, the proposed model MNETGIDD gives a 

high accuracy of 96.349% and a lower error rate of 

3.651% than other methodologies employed. Then, 

the precision-recall evaluation gives higher values of 

0.9625 and 0.9708, respectively, than other 

methodologies.  

 

5.1. Future Directions 

MNETGIDD’s diagnostic capabilities can be 

enhanced by adding additional data modalities. Our 

current model shows high accuracy using only 

endoscopic images, but incorporating complementary 

information could enhance its robustness and 

comprehensiveness. The following are specifically 

proposed: 

 

(1) Patient demographics: A disease 

risk assessment could be influenced by factors 

such as age, gender, ethnicity, and family history. 

Certain gastrointestinal diseases vary with age 

and ethnicity, so this information could refine the 

model. 

 

(2) Clinical history: understanding 

prior diagnoses, symptoms, and treatments is 

crucial. A history of H.pylori infection might 

increase the risk of gastric cancer, while chronic 

inflammatory bowel disease increases the risk of 

colorectal cancer. 

 

(3) Laboratory results: Additional 

diagnostic clues can be provided by fecal occult 

blood tests, serum tumor markers (e.g., CEA for 

colorectal cancer), or inflammatory markers (e.g., 

fecal calprotectin for inflammatory bowel 

disease). 

(4) Genetic information: APC gene 

mutations for familial adenomatous polyposis 

could enhance personalized risk assessments with 

the increasing availability of genetic testing. 

 

(5) Lifestyle factors: To develop a 

more comprehensive risk profile, diet, smoking 

status, alcohol consumption, and physical activity 

levels could be collected. 
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