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Abstract 

Academic collaboration is tremendously important for higher education. Multidisciplinary academicians may be 
grouped as a better research collaboration than the previous one. Therefore, such a system is needed, even for a 
huge number of academicians in an institution. However, existing such recommendation tools are expensive. This 
paper suggests to develop a system by using machine learning approach in order to search a big academicians data 
effectively. Hence, with help of the standard of Naïve Bayes creates a flexible text search without depending on 
what select options including research location or case study instead of only research topic. Furthermore, the output 
of Naïve Bayes, then, is tranformed to percentage display in order to bring ease of understanding the gap of rec-
ommendation. It allows the user to choose a possible partner more than one. Therefore, this approach helps reduce 
time and effort. 

Keywords: Higher Education, Naïve Bayes Algorithm, Recommendation System, Research Partner Collaboration, 
Sigmoid Activation Function. 

1. Introduction 
Higher education is the most important of creating 

cutting-edge technology for solving kinds of problems 
in a region in which the existence of higher education is 
impacted to the region itself. Therefore, academic re-
search collaboration involved within higher education is 
the vanguard of the solution. Creating the best plausible 
collaboration is highly needed amongst faculties or in 
multidisciplinary (Samin & Azim, 2019). There is a 
strong positive relationship and a better collaboration 
providing a better outcome. Hence, it increases scientific 
publications (Amarante et al., 2021; Volkwein & 
Parmley, 2000). Co-authorship in the same university is 
important for improving research performance and bet-
ter learning outcomes, academic writing, research pub-
lication skills, productivity, and time management (Ab-
bas et al., 2020; Aldieri et al., 2019). 

Private and public universities need to gain re-
search atmospheric among academia with the merit of 
funding from the university itself or external funding 
(Abramo et al., 2010). But a large number of faculties 
may bring challenges in order to find a suitable research 
partner. The sheer volume of information of partner can-
didates also brings difficulty. In addition, in developing 

countries, the number of lecturers in a private university 
is relatively fluctuating that is because of factors like 
high living costs, low wages, etc. (Ramadhan & Putri, 
2018). Therefore, it needs to manage such unstructured 
information datasets into a well-organized system. We 
propose a recommendation system for finding the most 
suitable research partner based on topic, object location, 
case study, or any else. 

Researchers have recognized the existence of spe-
cialization of their research area (Khalid et al., 2011). 
This paper puts forward why enabling researchers to 
find partner collaboration by dynamic text search is im-
portant. In order to do so, we use the standard Naïve 
Bayes algorithm for classification task. Naïve Bayes has 
been widely used in solving text classification problems 
such as personality classification, complaint-level clas-
sification, spam classification, news categorization, etc. 
This algorithm shows the efficiency in practice. How-
ever, in higher education context, the output needed may 
be different. 

In higher education environment, a researcher as 
user should find alternative partner candidates instead of 
only the best recommendation. With gauge information 
of how close the candidates to the criteria is, in the sys-
tem, a user is able to set more than one criteria based on 
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what research skills are needed. Then the output has to 
show a precise value compared to other candidates. Ac-
cording to the output, the user has the knowledge to see 
how strong the candidate is by looking at the value gap 
among candidates. Therefore, in higher education con-
text, especially in developing universities, relying on 
Naïve Bayes classification is insufficient.  

Recommendation System (RS) is typically used in 
lexical text from corpus data to cope amount of infor-
mation just simply suggested for items based on user 
preferences. In higher education, there have been con-
ducted applications of RS such as recommendation sys-
tem on course selection and topic recommendation sys-
tem, while text lexicon in higher education used for pre-
diction of student placement and student retention 
(Cardona et al., 2020; Di Sipio et al., 2020; Guruge et 
al., 2021; Wadekar et al., 2018). In this paper, the algo-
rithm is required to generate the amount of information 
to provide the best rank of suggestions (Saleh et al., 2015) 
[14]. For this reason, we are more interested in leverag-
ing recommendation system along with its appropriate 
features using a standard Naïve Bayes. In addition, in 
some private universities, the problem of searching for 
research collaboration needs to be analyzed. It is be-
cause of the high circulation of lecturers entering or 
leaving private universities in Indonesia (Ramadhan & 
Putri, 2018). 

Recommendation or suggestion from plenty of un-
structured and raw text data is to provide a shortcut by 
giving the most related information. Hence, it is im-
portant in terms of saving time and energy. Our main fo-
cus is to analyze the problem in the context of higher 
education and to help academia to find research partners 
as preferences. As the aforementioned problem, in the 
spirit of increasing user intention to use, the RS should 
also pay attention to the ease of use and reliability of the 
system. Hence, feature selection of the algorithm pre-
process is essential. Naïve Bayes is one of the widely 
used algorithms in developing the field of RS. The algo-
rithm works on item features (Gaikwad et al., 2018). In 
recent years, content based RS has been applied for var-
ious uses such as recommendations on documents or 
news, while Syskill and Webert recommendation on web 
pages or personalized television programs (Cotter & 
Smyth, 2000; Pazzani et al., 1996). Based on the prob-
lem context, we propose a nonlinear approach to gain 
academic intention of use.  

This paper concisely contributes: to leverage Sig-
moid activation function to transform Naïve Bayes out-
put into a range of 0-1 and multiplied by 100 to provide 
a percentage interpretation instead of just using Naïve 

Bayes classification in order to recommend the most 
suitable research partners; and to develop the proposed 
research partner recommendation system in web-based 
application with respect to user interface and user expe-
rience analysis, and to share the source code program. 
We organized the paper as follows. First, we review the 
system from the literature in section 2, while section 3 
formulates the problem context. Section 4 evaluates the 
performance of the proposed system. Last, the conclu-
sion of the paper in section 5. 

2. Literature review 

Naïve Bayes Classification is commonly used as 
statistical-based technique in content-based RS (Guruge 
et al., 2021). Content-based RS leverages statistical-
based RS to improve valid recommendations. The other 
techniques are such as TF-IDF, decision trees, and arti-
ficial neural networks (Shah et al., 2016). This study 
uses content-based RS by Naïve Bayes algorithm in the 
context of classification at first. Then, the classifier is 
used to estimate the probability of researcher candidate 
that is the relevancy from text-based dataset. The gener-
ated output used keywords of the articles as inputs. For 
instance, Fab system uses 100 features of web pages to 
users for representing contents of the web pages (Pavlov 
& Pennock, 2002).  

Neamah & El-Ameer (2018) generate content-
based Naïve Bayes for course recommendations. The 
systems build with use case of course enrollment and 
ranking for user profile, while Ghani & Fano (2019) en-
able product recommendations by categorizing products 
from a department store. Miyahara & Pazzani (2000) 
implemented recommendations based on number of 
likes and dislikes, while Sipio et. al. based on GitHub 
repositories. To do so, Multinomial Naïve Bayesian net-
work is conducted. Fan J., Zhou W., and Yang X (2019) 
introduce improving quality and quantity of recommen-
dations by sharing content ratings on online social net-
works. And, content-based personalized recommenda-
tion using Bayesian hierarchical models is implemented 
by Zhang & Koren (2007) to recommend Netflix and 
MovieLens movies. 

Activation function is commonly used in nonlinear 
optimization field, especially in machine learning. It 
plays an important role in machine learning as increas-
ing the performance of classifier. Sigmoid activation 
function can transform a rough value into a range of 0 to 
1 which is a useful approach for many applications (Eger 
et al., 2018). Various activation function such as sigmoid, 
relu, tanh, and step function show different behaviors 



DOI: 10.6977/IJoSI.202403_8(1).0003 
M. N. P. Ma’ady/Int. J. Systematic Innovation, 8(1), 27-35 (2024) 

29 

whereas sigmoid used at most (Ramachandran et al., 
2017). De Campos (2006) proposed a Bayesian ap-
proach in the representation of new assessments by ap-
plying Zadrozny’s network to convert classifier into 
scoring (Zadrozny & Elkan, 2000). Tripathi et al. (2020) 
utilized Bayes as a classification in credit scoring. 

 

Fig. 1. Sigmoid activation function 
 

Sigmoid activation function lies in the range of 0 to 
1. When it reaches 0.5 then it converts to zero as shown 
in Fig. 1 (Nwankpa et al., 2018). It then defines real in-
put values using derivatives with multiple degrees. 
Therefore, active research tends to apply to large-scale 
tasks. Ivaschenko & Milutkin (2019) applied the activa-
tion function based on NLP by providing a better accu-
racy. Hence, this system is also recommended in the 
context of human resources who looks for the best can-
didate based on their blogs and online presence. This ap-
proach is adopted with the preference of research topics, 
study objects, and case studies. Since the output is linear, 
a nonlinear function is required to convert it into a range 
of 0 to 1. 

3. Method 

This paper identifies a common problem in higher 
education when a university has a number of lecturers, 
there exists a difficulty in finding the best research col-
laboration. The proposed RS offers alternative research 
partners based on generated input data. The system con-
sists of two phases. The first step is to use machine learn-
ing algorithm namely Naïve Bayes in order to classify 
research topics as input into which class of academicians. 
Second, to display the output score in percentage uses 
Sigmoid activation function as details in Figure. 3. This 

paper provides a specific case problem of higher educa-
tion as shown in Table 1. As aforementioned problem, 
the proposed system conducts a trial for the lecturers at 
the Faculty of Information Technology and Business in 
Indonesia. Hence, we can observe what problem state-
ments should be fulfilled by the system. 

 
Table 1. Problem identification in higher education. 

Problem statement System  
requirement 

Academicians in a 
private university is a high 
variety of research areas 
which not focuses in certain 
research areas. 

System must able to 

synthesis from vari-

ous research topics. 

Articles are published 
in national journal which 
provided in Indonesian 
language. 

System needs to pro-

cess Indonesian cor-

pus. 

Input text field is in 
dropdown list or check list. 

System displays in-

put fields in text in-

put. 

Academicians are 
unhappy with the output in 
the shape of classes. 

System displays out-

put in percentage 

mode. 

  
Fig. 2. Machine learning-based system for research recom-

mendation. 
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Fig. 3. Proposed algorithm workflow. 

 
In Fig. 3, the process starts from Google Scholar 

site by collecting all academic articles published by the 
faculty. Hence, the data collected includes national, in-
ternational journals and proceeding articles. Due to di-
mensionality reduction issue, this paper determines 
three features; research topic, object or location, and 
case study. RS is an efficient approach in reducing the 
time while the traditional approach is time-consuming. 
Feature selection obtains appropriate keyword sets rep-
resenting its article topics. 

Then, designing the database is based on entity re-
lational diagram and text classification. The essential of 
the proposed systems enforces researcher as output. 
Hence, all features must satisfy belong the article publi-
cation. For instance, if the system generates visualiza-
tion as a topic, then it must be defined belongs to which 
researcher. An article can produce some topics that rep-
resent to a respected researcher. In order to gain user in-
tention to use, this paper also considers to design UI/UX 
that copes above system requirements. Therefore, 
UI/UX literature adopts usability and responsive web 
quality principles. 

The main flow of the proposed research partner 
recommendation system initializes selected P from da-
tabase. The algorithm process uses researcher as a class 
or label. Then, formula (1) generates any relevant input 
data, oldScore, as in Fig. 3, by summing the probability 
of formula (1) with bias b. RS takes uses it to rank a list 
of recommendation. Recommendation system results 
high score for any profile which is mostly called from 
inputs. 

 

              (1)                       
 

 

 
Fig. 4. Pseudocode for the proposed algorithm. 

 
Moreover, because the output values shown are 

not satisfied by academia, the system may decrease po-
tential user to create a new research collaboration. 
Therefore, a nonlinear approach is needed. If input data 
is in non-negative values, Sigmoid activation function 
will generate them below 0.5. Then, users are not inter-
ested in recommendation values that are below the 50% 
threshold, but rather they value values higher than 50%. 
Hence, we can set it to zero with the exception of the 
algorithm (see Fig. 4 for the pseudocode). 

 

      (2) 
   

For example demonstration, the input data as 
shown in Fig. 5 processed by Naïve Bayes algorithm by 
matching the input words to Naïve Bayes features data-
base. Suppose the database contains three researchers, 
then the input data will be compared to which researcher 
is. Based on Table 2, the total features of mnp researcher 
is 40 with the use of numerator f(Wk|Sj). Selected total 
feature means extracted keywords from the paper publi-
cation, for instance, researcher mnp being denominator 
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Wk. The keyword is updated for the next processing pa-
per. The process stops as all researcher publications have 
been processed.  

 

 
Fig. 5. Example of input text. 

 
This result score satisfies system requirements as 

user may see the different score percentages. Researcher 
zul with score of 85.96% is the most relevant researcher 
for the example. Therefore, it does not classify the score 
but shows the percentage score of the relevancy. In this 
representation, users may desire to collaborate with 
more researchers regarding the percentage of relevancy. 
For example, a user is suggested to invite a researcher 
with a score 82.24% for the research collaboration. In 
terms of building the proposed program, this paper de-
signs the relational database to see what are the features 
and labels in the system. The database consists of three 
tables with a primary key on lecturer profile table onto 
the department table. This purpose is to display the pro-
posed algorithm result using UI/UX design. 

 
Table 2. Numerical computation of the example. 

Candi-
dates 

 

IoT visu-
alization 

Su-
rabaya 

Appli-
cation 

mnp 
 

   

pur 
 

   

zul 
 

   

 
P(mnp|document) =  +  +  +  + 1 

     = 1.15 

newScore(mnp) =  x 100 % 

     = 75.95 % 

P(pur|document) =  +  +  +  + 1 

     = 1.6 

newScore(pur)  =  x 100 % 

     = 82.24 % 

 

P(zul|document) =  +  +  +  + 1 

     = 1.8125 

newScore(zul)  =  x 100% 

     = 85.96 % 

 
The keywords table is purposely to be training data 

where it is computed by Naïve Bayes and Sigmoid Ac-
tivation Function. It is not related to the other tables be-
cause of different needs. However, this approach still de-
pends on the collected data from Google Scholar manu-
ally. Hence, it also contains a number of lecturer names 
which are to be labeled or class of the Naïve Bayes out-
put. 

4. Result and discussion  

Experiments were conducted on a Core-i7 and 
RAM 8 GB. Datasets were validated using cross-valida-
tion method, as detailed in the testing scenarios with 
some interesting points from the experiment in the sub-
section below. This paper emphasizes the use of nonlin-
ear approaches in the field of RS. Some interesting re-
sults are highlighted. The system suggests not only the 
most recommended research partner but also alternative 
recommendations. This approach makes a possible new 
collaboration than one researcher. The interesting is as 
the case study at a private university with a majority of 
young researchers, denominator Wk in formula (1) in-
spires young researchers to create a specific research 
area rather than too many research topics. This is be-
cause the percentage can be decreased if the topic's rel-
evancy is large. Hence, the generated features of the 
sample problem show high scores since it has only a few 
research topics. Another interesting point is the benefit 
of bias in the formula (1) can adjust the representation 
as time flies resulting huge number of researchers, 
which impacts to decrease in the score. It can be solved 
by simply change increase the bias value to be a better 
score representation. 

 
Fig. 6. Data flow diagram of the system. 

This sub-section evaluates the performance of the 
proposed RS using k-cross validation. The designed 
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experiment is conducted using binary classifications 
whose classes are determined by different researchers in 
a faculty. The dataset used from 26 publications for both 
researchers resulted in 94 features. As for performing 
exclusion cases, the threshold is important. If the input 
text does not belong to any class feature, then the data 
will not be used further or set as zero. Based on k-cross 
validation, the dataset was then folded into 80% for 
training data and 20% for testing data. 

Table 3. Confussion matrix. 

 
 

               (3) 
Table 3 shows the system processes items based on 

confussion matrix for performance evaluation. The 
standard formula of accuracy (3) is used for the case 
study of private university in Indonesia. The accuracy of 
the proposed system is 88.4%. In order to fulfill the sys-
tem requirements, UI/UX design takes part to build the 
web-based system. The usability principle is important 
in the process of designing a software including (1) fo-
cusing on content by simplifying content layout, (2) 
recognition rather than recall in terms of providing 
search text fields in the results, (3) aesthetic and mini-
malist design to embrace neatness, (4) user assistance to 
recognize, diagnose, and recover from errors, and (5) 
providing help and documentation to the system. The 
user interface result of implementing all the principles 
as shown in Fig. 7 in the web version. 

 
Fig. 7. Proposed system on web view. 

It follows with the interface in mobile devices 
which holds ease of use and the five usability principles 
(Fig 8)¬. In a mobile perspective, users are able to find 

alternative candidates for research partners without 
piled interface. The proposed design focuses on the pro-
posed system using a responsive web approach which 
provides a high resolution for a better understanding of 
recommendations. Finally, performance evaluation us-
ing cross-validation is tested to the system and results 
accuracy of 88,4%. 

 
Fig. 8. Proposed system on mobile view. 

The research partner recommendation system is a 
web-based application developed as a peer recommen-
dation system by applying the Naive Bayes approach in 
calculating the score of each researcher from each re-
search topic keyword given. The application is not only 
focused on being able to run the Naive Bayes algorithm 
but also provides the right UI / UX aspects so that the 
results of the algorithm can be translated into the right 
features and are easy to use (see Fig. 5). Therefore, this 
application is also built by going through the stages of 
SDLC such as planning, analysis, design, and imple-
mentation.  

User flow, the form of features from the application 
of AI algorithms, and the development of database sche-
mas are carried out in the planning and analysis stages. 
Then the UI/UX design is carried out at the design stage 
which applies usability principles such as minimalism 
design, error prevention, consistency, recognition rather 
than call, and so on. At the implementation stage, appli-
cation design, and algorithms are translated into pro-
gram code by interacting with data in the database. 
There are interesting findings in the development pro-
cess, which is that at some point the database schema 
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created becomes less efficient because it maintains a cer-
tain way to apply the AI algorithm used  

Therefore, the experimental result does not satisfy 
minimum viable product (MVP) of the project due to in-
efficient data flow diagram. It can affect difficulty in up-
dating the next version of the system development as we 
can see example of the data flow diagram in Fig. 6. In 
the depicted figure, as we might know, Naive Bayes al-
gorithm has to label selected features in order to classify 
unknown data. However, in this example, the label will 
be formed as columns in the database which implies a 
number of columns occurred. 

5. Conclusion 

This paper presents a recommender system using 
Naïve Bayes algorithm and Sigmoid activation function 
based on a published article on Google Scholar. The pro-
posed system helps to find the best research partner col-
laboration and also alternative researchers based on big 
data of researcher information in higher education. 
However, the output is in rough value because of statis-
tical use of Naïve Bayes. Therefore, Sigmoid Activation 
Function transforms the display into a range of 0 to 1. 
Then the output can be shown in percentage mode. The 
implemented system shows that the proposed system has 
88.4%. Of course, this approach has a limitation regard-
ing data collection depends on collecting publication 
data from Google Scholar manually. In the future, we 
propose to leverage Google Scholar API to replace tra-
ditional data collection to be synchronized to Google 
Scholar. 
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