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Abstract 

Recommendation systems deliver a method to simplify the user’s desire. Recommendation systems are now commonly 

used on the Internet. It helps suggest items in various categories, including e-commerce, medical, education, tourism, 

and industrial. The electronic commerce sector has taken a big place in our daily lives as an active research tool, which 

helps people find what they are looking for. This paper presents a new contribution based on the combination of 

different algorithms to find a suitable solution to all the drawbacks of content-based recommender systems. The main 

contribution of this research lies in how to solve each problem and move on to the next. This paper describes an Ideal 

Solution Mitigating Content Disadvantages based on Three Phases called 𝐼𝑆𝑀𝐶𝐷3𝑃. Experiments show that the algo-

rithm can propose an appropriate solution to solve all the problems of content-based filtering. Experimentations oper-

ating on real datasets are used to estimate the efficacy of our strategy.  

Keywords: Content-based filtering drawbacks, Over-specialization, Limited content, Serendipity, Sparsity. 

1. Introduction 

Recommender systems are strategies and application 

solutions that offer consumers tailored recommenda-

tions concerning a selection of objects, such as goods, 

videos, music, or other resources (Oumaima et al., 2020). 

Recommender systems are beneficial when there is an 

information overload or when the user finds it difficult 

to navigate and make selections from the catalog due to 

the overwhelming number of options (Kumar & Thakur, 

2018). Numerous online stores and multimedia services, 

such as Spotify, Netflix, YouTube, and Amazon, as well 

as social networking sites like Facebook and Twitter, 

have succeeded in increasing user satisfaction and reve-

nue through the personalized assistance that recom-

mender systems provide in the exploration and discov-

ery of content. The last 10 years have seen an increase 

in interest in recommender systems, which is still an ac-

tive area of study. 

Recommender systems are computer programs that 

may examine a user’s past actions and make recommen-

dations for present problems. Consequently, to process 

data that might be quite vast in volume effectively. We 

frequently consult others while making decisions in life, 

whether it be choosing which shampoo or book to buy, 

music to listen to, a movie to watch (Saraswat et al., 

2020), or an article to read (Stitini et al., 2021) on the 

Internet, among others. We may consult friends, family 

members, or more frequently these days online product 

reviewers. This has made the recommender’s path more 

accessible. 

Consumers have embraced e-commerce quickly 

thanks to the rise in the number of products available for 

purchase online and the accessibility of information on 

the features and functionality of these products. Online 

purchasing environments have become crowded due to 

the availability of information and options. Due to the 

overwhelming amount of options available to them and 

the abundance of information available for each, con-

sumers are less motivated to filter and assess items (Pap-

neja, 2018) as mentioned in Table 1. Numerous internet 

retailers provide thousands of unique items, including 

music, movies, books, and services. A store with a large 

selection of products is likely to have a product that suits 

customer preferences. Although more options are acces-

sible, this does not always result in satisfied customers 

since it can occasionally be challenging to choose a 

product from the vast selection (Saraswat, 2022). Online 

vendors are using recommender systems more fre-

quently to deal with the problem of information over-

load. These systems can be categorized into two types: 

non-personalized and personalized as mentioned in Fig. 

1. Non-personalized algorithms offer the same recom-

mendations to all users, based on factors such as item 

popularity. Conversely, personalized algorithms gener-

ate customized suggestions based on the individual user, 
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resulting in different recommendations for different us-

ers. 

   

 

Fig. 1. Main Recommender System Types.  

We concentrate on personalized recommendations 

in this study. Personalized recommender systems often 

offer recommendations based on user profiles. Any in-

formation about a person, such as an ID, age, gender, 

and historical activities the user has taken with objects, 

may be included in a user profile. In this essay, ”user 

profile” refers to a collection of things the user has rated. 

This opened the door for recommender systems, which 

are now well-liked platforms for e-commerce. Systems 

that recommend user items based on their interests and 

preferences have been created. These solutions simplify 

things for customers to make decisions by managing in-

formation overload, cutting the cost of searches, and en-

abling users to make wiser, more informed decisions. 

Recommender systems frequently serve as a user’s sales 

assistant by assisting them. At the same time, they 

browse, putting the finishing touches on the list of items 

they have selected and, most importantly, providing per-

sonalization. 

The key contributions of this paper are as follows: 

Section 2 contains our literature assessment and theoret-

ical basis. We outline our research contribution in Sec-

tion 3. We describe our suggested recommender system 

model in Section 4. Then, in Section 5, we will elaborate 

on experimental results. In Sections 6 and 7, we discuss 

our proposed approach 𝐼𝑆𝑀𝐶𝐷3𝑃  with other related 

works. Section 6 compares our proposed approach with 

existing ones. At the end of the work, we discuss and 

conclude all the work in Section 8. 

2. Literature Review and Theoretical 

Background  

Content-based filtering systems create a model by 

analyzing items and user preferences. This model con-

siders a user's specific interests and tries to find content 

items that match the user's profile (Javed, 2021). In other 

words, the system examines the properties of the recom-

mended content items and matches them with the user's 

preferences. This information is used to personalize the 

recommendations and suggest items that are likely to be 

of interest to the user. They also suffer from the draw-

back of needing sufficient data to create a solid classifier. 

Wrapper approaches break the characteristics down into 

smaller groups, analyze these groups, and then deter-

mine which of these groups appears to be the most 

promising. Heuristic techniques are employed by filter-

ing algorithms to assess the content of features, which 

can be used regardless of the methods utilized. On the 

other hand, feature extraction is performed during the 

training stage of embedding techniques, which are inte-

grated into the algorithm. As mentioned earlier, content-

based filtering scrutinizes users' previous behavior and 

proposes items similar to their preferences, based on the 

characteristics considered. This purpose is to suggest 

movies to users based on related genres. Content-based 

filtering techniques use several attributes of an item to 

suggest other things with related qualities (Pérez-Al-

maguer et al., 2021). In terms of content-based filtering 

techniques, it aims to suggest to the active user products 

comparable to those rated favorably in the past (Sunan-

dana et al., 2021). It is predicated on the idea that things 

with comparable features would receive comparable rat-

ings. Text documents are the primary information source 

utilized by content-based filtering algorithms. The main 

emphasis of content-based recommendation is on mod-

eling both person and item profiles using a single ex-

tracted feature strongly connected to item attributes. 

This section is divided into four parts the first 2.1 repre-

sents the procedure used during content-based filtering, 

the second 2.2 presents how content-based filtering is 

built, the third 2.3 describes the architecture of content-

based filtering, and the last 2.4 shows the objectives and 

challenges of content-based filtering.  

2.1 Recommendation Process 

Content-based recommendation can be divided 

into four steps as mentioned in Fig.2: 

● Analyze: Content-based recommender 

systems examine the item descriptions and a collection 

of papers that have already received user ratings to 

determine which things are of interest to the user. 

● Develop: Based on the characteristics of the 

things that users have assessed, they construct a model 

or sketch out users' interests. 

● Build: Then, using a machine learning 

model, recommendations are made based on user 

profiles. 
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● Recommend: The user profiles are 

compared to the content profiles, and the users are 

suggested material with comparable feature values. 

                         

  

Fig. 2. The main steps for the content-based recommendation 

process.  

2.2 Content-based recommendation tech-

niques representation. 

The item is recommended by content-based recom-

mender systems depending on how well the article’s 

contents fit the user’s profile. Content-based recommen-

dation systems typically involve the following steps as 

mentioned in Fig. 3:  

1. Item representation: This involves 

representing each item (e.g., movie, book, product) in 

the system using features such as textual data (e.g., title, 

description), metadata (e.g., genre, director), or other 

characteristics (e.g., price, release date).  

2. User profile creation: This involves creating 

a profile for each user based on their past interactions 

with the system (e.g., items they have rated, viewed, or 

purchased) and their explicit feedback (e.g., ratings, 

likes, dislikes).  

3. Content-based filtering: This involves using 

the item representations and the user profiles to 

recommend items that are similar to the items the user 

has already interacted with or expressed interest in. This 

can be done using various techniques such as cosine 

similarity, Euclidean distance, or clustering. 

Content-based recommender systems use a user's 

preferences and interests to recommend items that 

match their profile. The system generates item 

recommendations based on the similarity between the 

content of the items and the user's interests. To do this, 

the system creates a representation of the item's content 

and the user's preferences. There are several techniques 

to represent the content of an item, including: 

● Bag-of-words (BoW): This technique 

represents the content of an item as a set of words or 

terms that occur in the text. BoW does not take into 

account the order or context in which the words appear. 

● TF-IDF: This technique is similar to BoW 

but assigns a weight to each word based on how often it 

appears in the document and how rare it is in the 

collection of documents. This helps to prioritize 

important words in the representation. 

● Word embeddings: This technique 

represents words as dense vectors in a high-dimensional 

space, where words that have similar meanings are 

closer together. This allows the system to capture 

semantic relationships between words and to represent 

the content of an item as a combination of the 

embeddings of the words that appear in the text. 

Once the item is represented in a suitable way, the 

system can compare it to the user's profile and recom-

mend most similar items. This is typically done using a 

similarity measure such as cosine similarity, which cal-

culates the cosine of the angle between the two vectors 

representing the item and the user's profile. The higher 

the cosine similarity score, the more similar the item is 

to the user's profile and the more likely it is to be recom-

mended. 

   
Fig. 3. Content-based recommendation representation. 

2.3 Architecture of content-based filtering 

Content-based techniques build user profiles based 

on the features and descriptions of the products the user 

evaluates rather than drawing on the preferences of other 

users when generating suggestions (Kunde et al., 2022). 

Content-based have several benefits; on the one hand, 

strategies over collaborative filtering algorithms are 

their capacity to address the issue of new products or the 

potential for encouraging new things for which there is 

no user input (Stitini et al., 2022). On the other hand, 

Contrary to collaborative filtering approaches, which 

may be used everywhere, content-based algorithms 
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heavily rely on the recommendation domain. They also 

rely on the availability of trustworthy information about 

the characteristics of the items, which might be difficult 

to get at times. Additionally, content-based strategies 

could though not usually be prone to over-specialization, 

which is the tendency for them to propose goods that are 

excessively similar to ones the customer has already as-

sessed. Algorithms from several domains, including In-

formation Retrieval, Semantic Web, and Machine 

Learning, are included in proposals for content-based 

recommendation systems. For instance, early concepts 

for Web recommendations, news recommendations, and, 

more recently, social tagging systems incorporated 

term-weighting models from information retrieval. For 

content-based recommendations, such as news recom-

mendations or movie and music recommendations uti-

lizing Linked Open Data, methods utilizing Semantic 

Web technologies have also been proposed. The archi-

tecture of a content-based filtering system typically in-

volves the following steps as mentioned in Fig. 4: 

1. Data Collection: Collect data on items to be 

recommended, which can include textual descriptions, 

tags, or metadata.  

2. Content Analyzer: Use a Content Analyzer 

component to extract features from the item data. The 

Content Analyzer analyzes the text and metadata to 

identify important features of the item, such as keywords, 

topics, and categories.  

3. Profile Learner: Create user profiles based 

on their historical behavior, such as items they have 

viewed, rated, or purchased. The Profile Learner builds 

a profile for each user based on their preferences and 

behavior.  

4. Filter Component: The Filter Component 

then takes the user profiles and the features of the items 

and calculates the similarity between the user profiles 

and the items. The Filter Component recommends items 

that are most similar to the user profile, based on the 

features of the items.  

5. Evaluation: It is important to evaluate the 

performance of the recommendation system to ensure its 

effectiveness. Common evaluation metrics include 

accuracy, precision, recall, and F1-score. 

 

Fig. 4. Global architecture of content-based recommendation 

system. 

2.3.1 Content Analyzer 

Examining texts to find pertinent ideas that best de-

scribe the content enables the introduction of semantics 

into the recommendation process. With this method, the 

appropriate meaning or senses for each ambiguous word 

are chosen based on the context in which they are used 

(Stitini et al., 2022). To combat the issues caused by am-

biguity in natural language, ideas rather than keywords 

are used to express texts in this fashion. A repository of 

disambiguated documents is the end product of the pre-

processing procedure. This semantic indexing primarily 

draws on the linguistic information in the WordNet lex-

ical ontology and is based on natural language pro-

cessing techniques (Felfernig et al., 2014).  

2.3.2 Profile Learner 

The system learns the user's preferences and cre-

ates a user profile based on the content they have inter-

acted with in the past. To create a user profile, the system 

typically uses machine learning algorithms to analyze 

the user's historical behavior such as what items they 

clicked on, how long they spent on each item, and what 

items they purchased or rated positively. These behav-

iors are used to identify patterns and characteristics that 

can be used to make recommendations in the future. The 

user profile created in this step typically contains infor-

mation such as the user's preferred genres, authors, ac-

tors, and other attributes that are relevant to the type of 

content being recommended. This information is then 

used in the next step of the recommendation process, 

which is content filtering. Overall, the profile learner is 

an essential component of a content-based recommen-

dation system as it helps the system to personalize rec-

ommendations based on a user's individual preferences 

and behavior. 
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2.3.3 Filter Component 

The Filter Component is responsible for selecting 

and filtering the items that will be recommended to the 

user based on their preferences and interests. This com-

ponent uses a set of filtering techniques to identify the 

items that are most relevant to the user. The filtering 

techniques can include content-based filtering, collabo-

rative filtering, or a hybrid of both. Content-based filter-

ing involves recommending items that are similar to 

items the user has interacted with in the past. Collabora-

tive filtering involves recommending items that other 

users with similar interests and preferences have inter-

acted with. The Filter Component takes into account the 

user's profile, which includes their past interactions, de-

mographic information, and explicit feedback. The us-

er's profile is compared to the item profiles, which in-

clude attributes such as genre, artist, director, and rating. 

The Filter Component uses algorithms to match the user 

profile with the item profiles to determine the relevance 

of each item to the user. Once the Filter Component has 

identified the most relevant items, they are passed onto 

the next component, which is the Recommender Com-

ponent. The Recommender Component is responsible 

for generating a ranked list of items that will be recom-

mended to the user. The ranked list takes into account 

the relevance of each item and the user's preferences and 

interests. 

2.4 Objectives and Challenges of content-

based filtering  

Recently, recommender systems have become 

more prevalent in several commercial applications to as-

sist customers in finding their favorite goods. The accu-

racy of predictions and the relevance of suggestions 

have typically been the emphasis of recommender sys-

tem research. Other suggestion quality criteria, on the 

other hand, may significantly influence a recommender 

systems overall performance and user satisfaction 

(Sharma et al., 2011). As a result, the focus of research-

ers on this subject has lately expanded to incorporate 

other recommender system goals. Fig. 5 shows the chal-

lenges of content-based filtering. 

 

Fig. 5. Content-based filtering drawbacks. 

Recommender systems have recently gained popu-

larity on several online platforms that offer many things, 

resulting in information overload for consumers. The 

primary purpose of an RS is to give customers a list of 

possibly desired things to assist them in shopping online, 

which benefits both the company and the client. The 

goal of recommender systems is to make product sug-

gestions relevant to the user’s interests. In the recent 

decade, the objective of RS research has been to give 

suggestions that are relevant to the user’s preferences. 

However, in real-world circumstances, this is insuffi-

cient to captivate customers and persuade them to check 

out and buy different things. Research on RS has re-

cently switched its focus to integrating relevance with 

other goals diversity, novelty, coverage, and serendipity.  

A recommender system helps users find tailored 

items, documents, friends, places, and services while 

saving time. Furthermore, the recommender system ad-

dresses the problem of information overload that has 

plagued the internet in the twenty-first century. Simulta-

neously, various settings or technologies cloud, mobile, 

and social networks have grown popular in recent years 

and are confronted with the challenge of massive 

amounts of data. As a result, the researchers believe the 

recommender system is an appropriate answer to this 

problem in specific settings. 

A million digital goods like documents, merchan-

dise, music, and books are uploaded to the internet every 

day. This enhances the information available on the In-

ternet and gives consumers more options. Users will 

find looking for and locating the target documents, items, 

music, and books difficult and time consuming. 

When the Recommender system RS is imple-

mented, the quantity of digital products that a user will 

search for is reduced to the user’s most likely favored 

set of objects. To put it another way, the RS aims to assist 

online users in finding content that is relevant to their 

preferences rather than sifting through a mass of undif-

ferentiated data.  

2.4.1 Problem 1: over-specialization issue  

A crucial method for assessing anything unusual is 

absent from a content-based recommendation system. 

The algorithm may offer ideas with a higher score when 

analogized to the user profile (Jain et al., 2015). It stands 
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likewise called the serendipity problem since it high-

lights the limitations of content-based recommendations. 

The amount of fresh content produced by the ”ideal” 

content-based method would be small, which would 

limit its potential uses.   

Because they only propose goods similar to those 

that consumers have already assessed, the content-based 

approach suffers from the over-specialization challenge. 

One solution to this problem might be incorporating any 

randomness. Not all content-based algorithms that can-

not suggest things that are unrelated to what the con-

sumer has already viewed fall under the category of 

over-specialization (Mohamed et al., 2019). Items that 

are highly similar to what the user has previously seen, 

such as many news stories documenting the same occur-

rence, should not be made available in some cases.  

The inability of the program to suggest to the user 

objects that are distinct from those he has already ob-

served is only one aspect of the over-specialization 

problem but also that it must not recommend items that 

are too close to those he has enjoyed in the past. As a 

result, certain recommendation algorithms exclude not 

just things that differ from the user profile, but also those 

that are highly similar to those already followed by the 

present user. The diversity of the recommendations is a 

criterion for evaluating the quality of the recommenda-

tions. The user must receive diversified and not homo-

geneous relevant recommendations. For example, it is 

not wise to recommend all of Henri Garetta’s books to a 

user who has enjoyed one of his books.  

2.4.2 Problem 2: serendipity issue  

Serendipity refers to the potential for obtaining an 

unanticipated and lucky article (Iaquinta et al., 2008). It 

is a technique for increasing the variety of suggestions. 

Due to over-specialization, content-based algorithms 

lack a crucial method of providing spontaneous ideas, 

even though people rely on happenstance and experi-

mentation to uncover new items they did not realize they 

wanted (Shrivastava et al., 2022). Operational serendip-

ity tactics significantly increase the functionality of con-

tent-based recommender systems and lessen the prob-

lem of over-specialization. Table 2 summarizes contri-

butions regarding the serendipity problem.  

Serendipitous recommendations are suggestions 

that may interest users, even if they aren't directly re-

lated to their previous behavior or preferences. By intro-

ducing unexpected recommendations, users are exposed 

to diverse content that they might not have discovered 

otherwise. This can lead to a more enjoyable user 

experience and increased engagement. In their work, 

(De Gemmis et al., 2015) explore how serendipitous rec-

ommendations can engage users in unique ways. They 

discuss various methods for generating such recommen-

dations, including using contextual information or ma-

chine learning algorithms that consider diverse factors 

beyond just user behavior. Recommender systems have 

become widespread in various domains, but users are in-

creasingly concerned about the privacy and security of 

their data, as well as the transparency and accountability 

of the algorithms used. (Rodríguez-García et al., 2019) 

review existing research on trustworthy recommender 

systems, including privacy-preserving recommendation 

algorithms, explainable AI techniques, and the design of 

transparent and accountable recommender systems. 

A crucial mechanism for finding anything unex-

pected is absent from a content-based recommendation 

system. The user offers products comparable to previ-

ously rated things since products are suggested as rea-

sons for the high score and compatibility with the user’s 

profile (Ziarani & Ravanmehr, 2021). The over-special-

ization problem, which describes the propensity of con-

tent-based systems to offer unoriginal ideas, is another 

name for this issue (Kotkov et al., 2020). An excellent 

content-based strategy is essential to discover some in-

ventive and unbelievable recommendations.  

Item-based recommendation systems face the ser-

endipity issue because they only suggest things to users 

who have already previously loved them. For instance, 

a movie recommendation engine could only suggest 

films to a user if the genre or performers are comparable 

to ones they previously adored. On the other hand, a 

user-based suggestion can provide surprising advice by 

examining the users' close friends who have rated the 

same item as them and by examining their ratings of dif-

ferent products that they have not yet evaluated (Kotkov 

et al., 2017). 

Due to the restricted content analysis, overspecial-

ization results, with CB filtering selecting previously 

seen items over brand-new ones. By using evolutionary 

algorithms that offer diversity to suggestions, we may 

promote unique and coincidental items alongside well-

known goods by adding additional hacks and noting un-

predictability. There is no necessary method to find 

something surprising in a recommendation system that 

uses content. 

The user offers products comparable to previously 

evaluated entities since products are recommended 

based on a high score and also fit the user’s profile. The 

tendency of content-based algorithms to provide ideas 

with minimal originality is sometimes referred to as the 

over-specialization problem.  
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2.4.3 Problem 3: limited content issue 

Content-based approaches restrict the number and 

type of common qualities they may offer manually or 

automatically with objects. Expertise in the domain and 

taxonomies relevant to the field are also essential. The 

content-based recommender system could not provide 

appropriate suggestions if the examined content lacks 

sufficient information. According to restricted content 

analysis, the system can only give a tiny quantity of in-

formation about its consumers or the range of its prod-

ucts. On the other hand, the way content-based strategies 

advertise new items results in over-specialization 

(Adamopoulos & Tuzhilin, 2014). For instance, in a rec-

ommendation system for movies, the framework can 

suggest to a user a film with the same genre or cast as 

one they have already seen. As a result, the algorithm 

could overlook some items that the user finds intriguing. 

A natural limitation of content-based filtering is the need 

to have a varied and rich representation of item content, 

which is not always the case. The quantity of data the 

algorithm needs to distinguish between products the 

user likes and doesn’t like affects how accurate the sug-

gestions are. Table 3 summarizes the contribution re-

garding the limited content problem.  

2.4.4 Problem 4: Scalability issue  

For a recommendation machine to understand user 

preferences, a lot of ratings must be gathered. Because 

no past data is available, the algorithm cannot give reli-

able recommendations to new users. With little or lim-

ited information, accurate suggestions cannot be gener-

ated for new users/items. This is known as the ”cold start” 

issue. Before the algorithm can understand the user’s 

tastes and offer pertinent recommendations, the user 

must rate some goods (Su et al., 2022). The user-cold 

start problem is the name given to this issue in the liter-

ature. Lack of consideration of the evolution of the 

user’s interests. Table 4 summarizes the contribution re-

garding the limited scalability problem. 

2.4.5 Problem 5: Synonym issue  

Synonyms are two or more words expressing the 

same thing or concept. However, recommendation algo-

rithms are unable to distinguish between these terms. A 

memory-based CF method, for example, determines be-

tween ”comedy movie” and ”comedy film”. Synonym 

overuse degrades the quality of a recommender system 

(Isinkaye et al., 2015). Table 5 summarizes contribu-

tions regarding the synonym problem

 

Table 1. Summarization of contribution regarding the over-specialization problem. 

Contribution Dataset Proposed 

approach 

Solution proposed Metric 

(Stitini et al., 

2022b) 

Mov-

ieLens 

Genetic al-

gorithm 

Genetic algorithm & We made an effort to investigate a fresh 

strategy to address the issue of over-specialization in content-

based recommender systems and develop novel things for the 

user. The genetic algorithm𝑅𝑅𝑆𝐺𝐴 was employed in this work 

to carry out content-based filtering. 𝑅𝑅𝑆𝐺𝐴 employs a genetic 

algorithm approach to provide suggestions to the user. The 

main goal of this system is to find a list of fresh goods with a 

strong correlation to user preferences and a high likelihood of 

being selected (the proposed fitness function) 

Novelty 

and di-

versity 

(Adamopoulos 

& Tuzhilin, 

2014) 

Mov-

ieLens 

and  

Mov-

ieTweet-

ings 

Probabilis-

tic neigh-

borhood 

selection 

(PNS) al-

gorithm 

The authors argue that collaborative filtering systems can suffer 

from over-specialization, where users are recommended items 

that are too similar to the ones they have already consumed. 

This can limit user exploration and prevent them from discov-

ering new items that they might enjoy. Additionally, CF systems 

can also exhibit concentration bias, where popular items receive 

a disproportionate amount of recommendations, while niche 

items are overlooked. To address these issues, the authors pro-

pose a probabilistic neighborhood selection (PNS) algorithm 

that selects neighbors based on the probability of their ratings 

being similar to the user's ratings. This helps to increase diver-

sity in recommendations and reduce concentration bias. 

Novelty 

and di-

versity 
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Table 2. Summarization of contribution regarding the serendipity problem. 

Contribution Definitions Metrics Solution proposed 

(De Gemmis et 

al., 2015) 

Serendipity is a representa-

tion of anything valuable, 

difficult to recognize, unex-

pected, and happening just 

once. 

They define serendipity in the con-

text of content-based recommender 

systems as: 

• Relevant: Items that still 

connect to or resemble the user 

profile in some way. 

• An enthusiastic response from 

users was unexpected. 

• novel: describing to users as 

new things. 

No solution 

(Grange et al., 

2019) 

Serendipity is the unantici-

pated occurrence of fortui-

tous circumstances, such as 

finding necessary 

knowledge. 

Unexpectedness and informational 

value.  

No solution 

(Saat et al., 

2018) 

The term serendipity is a 

symbol of value, difficult to 

identify, unexpected, and 

only happens at first sight. 

Relevant, unexpected, and novel Linked Open Data. 

 

Table 3. Summarization of contribution regarding the limited content problem. 

Contribution Definitions Met-

rics 

Solution proposed 

(Beleveslis & 

Tjortjis, 2020) 

They provide a feature-weighted heu-

ristic technique for content-based fil-

tering to foster suggestion diversity 

and streamline similarity computa-

tions. 

Diver-

sity 

 

The hashing technique in the suggested 

method accelerates and streamlines the 

computation of product similarity com-

pared to conventional methods 

(Stitini et al., 2023) A content-based recommendation sys-

tem recommends items to users based 

on their preferences and past behavior. 

One of the limitations of these systems 

is that they can suffer from a limited 

content issue, where they only recom-

mend items that are very similar to 

each other. This can result in a lack of 

diversity in the recommendations and 

lower overall user satisfaction. 

Novelty 

and Di-

versity 

They suggest novel, unpredictable, and 

startling objects that may be loved by 

consumers and may help make up for the 

lack of content. 
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Table 4. Summarization of contribution regarding the scalability problem. 

Contribution Definitions Metrics Solution proposed 

(Ishtiaq et al., 2016) Cold start users and insufficient data 

definition. 

Accu-

racy 

 

This introduces a novel method for gener-

ating recommendations that is both accu-

rate and scalable. The algorithm employs 

various techniques for scalability to mini-

mize processing demands and produce rec-

ommendations based on a vast quantity of 

data. 

(Su et al., 2022b) The authors evaluate their approach 

on several real-world datasets and 

show that it can significantly reduce 

the computational cost of distance-

based link prediction algorithms 

while maintaining high prediction ac-

curacy. They also compare their ap-

proach to other similarity selection 

methods and demonstrate its superi-

ority in terms of both efficiency and 

effectiveness. 

Accu-

racy 

The authors propose a new method for sim-

ilarity selection called Cluster-based Simi-

larity Selection (CSS), which partitions the 

items into clusters and selects a representa-

tive item from each cluster. The similarities 

are then calculated only between the repre-

sentative items, rather than between all 

pairs of items. 

 

Table 5. Summarization of contribution regarding the scalability problem. 

Contribution Definitions Metrics Solution proposed 

(Kim et al., 2017) The authors aim to improve rec-

ommendation systems by ana-

lyzing the correlation between 

data collected from different 

types of content, specifically 

movies and music, which were 

gathered simultaneously. 

Novelty and 

diversity 

 

Despite their differences in content, folk-

sonomy tags for music are considered by 

them to be associated data with movie gen-

res. 

 

(Rodríguez-Gar-

cía et al., 2019) 

The article presents a novel ap-

proach to the problem of provid-

ing personalized dating recom-

mendations using ontology-

based modeling and context-

aware techniques. The 

BlindDate Recommender plat-

form has the potential to im-

prove the online dating experi-

ence for users by providing 

them with more relevant and 

personalized recommendations. 

- The platform is designed to provide users 

with personalized dating recommendations 

based on their preferences and interests. 

The platform uses an ontology-based ap-

proach to model the domain of dating and 

to represent user preferences and interests. 

The article describes the architecture of the 

BlindDate Recommender platform and the 

various components that make up the plat-

form. The article also discusses the evalua-

tion of the platform using a dataset of real 

user profiles. The evaluation results show 

that the BlindDate Recommender platform 

provides accurate and effective dating rec-

ommendations to users. 
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3. Research Contribution  

3.1 Motivation  

Relying solely on accuracy for evaluating a recom-

mendation system may result in the system suggesting 

redundant options to the user. The reason is that a system 

solely focused on accuracy would give priority to rec-

ommending items similar to those the user has already 

consumed, instead of offering novel and varied options. 

Integrating metrics like novelty, diversity, unex-

pectedness, utility, usefulness, relevance, and popularity 

into recommendation systems can potentially improve 

user satisfaction and involvement.  

● Novelty: Recommending new and unique 

items to users can enhance their experience by exposing 

them to a wider range of content. 

● Diversity: Recommending a diverse set of 

items can broaden users' horizons and prevent them 

from being trapped in a filter bubble, where they only 

see content that reinforces their existing beliefs or 

preferences. 

● Unexpectedness: Recommending items that 

are unexpected but still relevant to users' interests can 

provide a pleasant surprise and increase their 

engagement with the system. 

● Utility and usefulness: Recommending 

items that are relevant to users' needs and preferences 

can increase the likelihood that they will find the 

recommendations useful and continue to use the system. 

● Relevance: Recommending items that are 

closely related to users' interests can improve the 

relevance of the recommendations and increase their 

satisfaction with the system. 

● Popularity: Recommending popular items 

can increase users' trust in the system and provide a 

social validation effect, where users are more likely to 

engage with items that others have enjoyed. 

Serendipity has a significant role in improving rec-

ommendation systems by preventing redundancy and 

enhancing user experience. If a recommendation system 

relies solely on accuracy, it may suggest items that the 

user has already encountered, resulting in a monotonous 

and tedious experience. Conversely, the inclusion of ser-

endipity into a recommendation system can stimulate 

the exploration of new and surprising options, maintain-

ing the user's interest in the system's recommendations. 

Consequently, this can elevate user satisfaction and in-

volvement in the recommendation system. To summa-

rize, although accuracy is crucial for recommendation 

systems, integrating serendipity into the assessment pro-

cess can offer users a more varied and captivating expe-

rience while mitigating the issue of recommendation re-

dundancy. 

3.2 Demonstration of the Choice of One So-

lution  

Recommendation systems play a crucial role in 

helping users navigate the vast amounts of content avail-

able online, but striking a balance between personalized 

recommendations and unexpected discoveries can be 

tricky. Serendipity is an important aspect of recommen-

dation systems, as it allows users to encounter content 

that lies beyond their typical preferences but is still en-

joyable and relevant to them. The idea is to introduce 

users to new and captivating items while keeping rec-

ommendations fresh and engaging. 

A serendipitous recommendation can broaden a us-

er's horizon and expose them to new interests. However, 

implementing serendipitous recommendations while 

maintaining personalized recommendations that cater to 

the user's interests can be challenging for recommenda-

tion system designers. Despite the challenge, achieving 

a balance between these two types of recommendations 

can lead to a more engaging and enriching user experi-

ence. 

Content-based filtering has some limitations, such 

as synonym sparsity, which refers to the situation where 

the system fails to find similar items due to a lack of 

synonyms or similar terms in the features or attributes 

used for recommendation. An ideal solution to mitigate 

this disadvantage would be to use a combination of tech-

niques that overcome the limitations of content-based 

filtering. 

3.3 Contribution  

To sum up, the article describes the following key 

contributions: 

● A precise explanation of all content-based 

filtering drawbacks.  

● A new solution that combines different 

approaches to generate unexpected recommendations is 

designed and tested. 

● We named our proposed approach an Ideal 

Solution Mitigating Content-based filtering 

Drawbacks𝐼𝑆𝑀𝐶𝐷3𝑃, which uses three phases that best 

evaluate the recommender systems rather than precision 

and diminish the monotony.  
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● We conducted a comparison between our 

proposed model and other advanced serendipity 

recommender systems and exhibited the practicality, 

technical accuracy, and consistent performance of our 

model.  

● We assessed the effectiveness of our 

recommender system in movie Lens application 

scenarios and displayed that using the established 

criteria, the recommendation process can significantly 

enhance the recommendation quality, not just limited to 

precision. 

4. The proposed recommender system 

model  

Our proposed model describes an Ideal Solution 

Mitigating Content Disadvantages based on Three 

Phases called𝐼𝑆𝑀𝐶𝐷3𝑃. This section is divided into two 

sections the first 3.1 represents the aim of the study, and 

the second 3.2 produces detailed steps in our suggested 

methodology.  

4.1 Aim of the study  

Our interest is to find a general solution for dealing 

with all content-based filtering drawbacks. Our goal is 

to provide a general model to follow by categorizing by 

phase each solution that can contain. Fig.  6 describes 

the suitable solution for each issue.  

 

Fig. 6. Content-based filtering drawbacks. 

4.2 The Proposed Architecture 

Instead of selecting individual products to create a 

list of recommendations, 𝑰𝑺𝑴𝑪𝑫𝟑𝑷  prioritizes the 

overall composition of the recommendation list. Its pri-

mary principle involves systematically evaluating the 

entire set of suggestions and presenting customers with 

new products that align with their interests. Algorithm 1 

outlines the key steps of 𝑰𝑺𝑴𝑪𝑫𝟑𝑷 main procedure. 
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Algorithm 1 The main procedure of 𝑰𝑺𝑴𝑪𝑫𝟑𝑷  

Input: User preferences. 

Output: Recommendation List. 

1: Phase 1 NLP Techniques 

   1.a: Generate the initial population that contains cleaned text with Punctuation removal.  

   1.b: Convert all text to lowercase. 

   1.c: Remove common words (stop-words). 

   1.d: Deal with emojis by either removing them or converting them to textual representations. 

   1.e: Eliminate words that are not relevant to the context or topic. 

   1.f: Correct misspelled words to their appropriate spelling. 

   1.g: Reduce words to their base or root form by removing suffixes or prefixes. 

2: Popularity 

   2.a: New user  

   2.b: Address the ability of our proposed solution to handle increasing amounts of data, users, or resources 

without compromising performance or functionality. 

   2.c: Deal with situations where data is sparse, meaning there are a large number of missing or empty values, 

which can pose challenges for analysis or modeling. 

3: Metrics Applications 

   3.a: Measures the degree of novelty of the recommended list by assessing how different it is from user prefer-

ences given in the input. 

   3.b: Evaluate the variety or range of different elements, options, or perspectives within a set or system. 

   3.c: Assess the level of surprise or deviation from expectations that are in particular results. 

   3.d: Determine the degree of significance, applicability, or pertinence of a particular item, in relation to a spe-

cific context given in the input. 

4.3 Methodology and overall approach

Fig. 7. Architecture of the proposed approach. 

We started with the first phase which deals with the 

synonym drawback by applying NLP techniques, mov-

ing to the second phase which concentrates on 

resolving the problem of scalability or data sparsity, for 

example when we have a new user. The last phase 

solves the first three issues which converge in the same 

direction. Fig. 7 presents the architecture of our pro-

posed architecture. 
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For that, our proposed technique 𝐼𝑆𝑀𝐶𝐷3𝑃  con-

tains a three-phase process to deal with all content-based 

filtering challenges starting with NLP techniques, mov-

ing to the popularity-based recommendation, and finish-

ing by applying new metrics.  

1. Phase 1: NLP techniques 

We utilized data preparation methods on our exist-

ing data to reduce its size. Texts of raw feelings are un-

structured data sources containing noisy information. 

Before disabling the template's functionality, the raw 

text must first undergo pre-processing. The text may be 

transformed in various ways to make it modeling-ready. 

We then left off the punctuation. 

The capital letter information was then converted 

into the text’s lowercase. We have deleted the pointless 

stop words in a language and created noise when em-

ployed as text classification characteristics. The sen-

tences are then returned to their original forms. We used 

the data preprocessing techniques on the news Twitter 

articles to reduce the amount of accurate data. Unstruc-

tured sources of information like raw news texts may in-

clude distracting material. The basic text must be pre-

processed until the functionality of the model is elimi-

nated. 

There are several ways to modify the text so it can 

be modeled. Fig. 7 shows a general outline of our first 

phase in the proposed model which contains eight steps: 

Punctuation removal, lower Casing, stop-words removal, 

handling emojis, removing irrelevant words, spelling 

correction, stemming, and tokenization. By using this 

step we can deal with the synonym issue, exactly the 

problem number 4 as it is mentioned in Fig. 5. 

  

Fig. 8. The main steps in phase 1. 

2. Phase 2: Popularity 

 The cold start problem, which complicates the 

system by not possessing any past rating history and co-

vers three cases—recommending a new user, recom-

mending a new product, and recommending a new prod-

uct to a new user—is the most concerning of these diffi-

culties. Content-based systems make an effort to provide 

suggestions based on the target user’s ratings and the 

features connected to the specific item. Only things with 

a past rating history, or those that have been rated before, 

are eligible for this suggestion strategy. This method is 

impossible to produce an effective result without a prior 

rating history. By integrating the popularity which 

means the use of demographic information we can miti-

gate the new user issue, exactly the problem number 5 

as it is mentioned in Fig. 5. 

3. Phase 3: Metrics applications 

Over-specialization, limited content, and serendip-

ity all these issues converge to the same problem mean-

ing. The accuracy of predictions and the applicability of 

suggestions have always been the main topics of re-

search in recommender systems. However, the effective-

ness of a recommender system as a whole and user hap-

piness may be significantly impacted by other sugges-

tion quality indicators. As a result, current research in 

this area has focused more on other recommender sys-

tem goals. For that, we propose these three issues, espe-

cially problems 1,2, and 3 as it is mentioned in Fig. 5 in 

one solution summarized in Fig. 9.  



DOI: 10.6977/IJoSI.202309_7(7).0006 

O. Stitini, S. Kaloun, etc./Int. J. Systematic Innovation, 7(7),89-111(2023) 

102 

 

 

Fig. 9. Proposed solution for the first third issues mentioned in Fig. 

5. 

5. Experimental results 

Evaluating feedback systems includes addressing 

an issue and utilizing an assessment technique to deter-

mine how the problem has been resolved. For recom-

mender systems to be useful, a problem must have a so-

lution. The problem must be precisely explained to es-

tablish if the issue has been resolved. This section shows 

how the proposed strategy was tested. To compare the 

proposed recommender system to other recommenda-

tion methods, many experiments were run: 

● Content-based filtering: Based on the cosine 

similarity, this recommendation method produced the 

suggestions. 

● The use of clustering: To improve the suggestion, 

they employ clustering, particularly the k-means method.  

 

Table 6. Comparison of our proposed approach with the rec-

ommender system approach. 

Properties Content-

Based Filter-

ing 

Cluster-

ing 

Our ap-

proach 

Effect of over-

specialization  

High  Medium  Less 

Effect of seren-

dipity 

High Medium Less 

Effect of limited 

content  

High  Medium  Less 

Synonym   High  Medium Less 

Cold start  High Medium Less 

Table 6 describes the comparison between our pro-

posed method and other recommender system ap-

proaches in terms of over-specialization, serendipity, 

limited content, synonym, and cold start, which is high 

if we use the classic content-based filtering and becomes 

higher when using our proposed approach. 

5.1 Phase 1: NLP techniques 

5.1.1 Solution 4 Interpretation 

Table 7 above shows the transformation of the raw 

dataset into an understandable format using the eight 

steps mentioned in Fig. 7. 

Table 7. The transition steps in data pre-processing. 

Before pre-processing After pre-processing 

 A conseiller +++ a conseil 

Excellent excel 

Excellent rapport qualité 

prix 

excel rapport qualité 

prix 

5.2 Phase 2: Popularity 

5.2.1 Solution 5 interpretation 

Table 8. Popular recommendation example. 

Domain New 

user 

Top-N popular recommen-

dations 

Movie rec-

ommenda-

tion 

New 

user 

1 

["The Godfather", "The Dark 

Knight", "Fig. . ht Club"] 

Book rec-

ommenda-

tion 

New 

user 

2 

["The Hunger Games", "Harry 

Potter", "A Fairy Story"] 

Hotel rec-

ommenda-

tion 

New 

user 

3 

["Hotel Ekta", "Le Domaine 

de La Reserve","Château de 

Roncourt"] 

Table 8 shows an example of the second phase in 

our proposed approach. 
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5.3 Phase 3: metrics applications 

5.3.1 Interpretation of Solutions 1,2, and 3 

Table 9. Novelty results of the recommendation methods. 

Method Rec-

ommendation 

K

=1 

K

=3 

K=

5 

K=

7 

K=

9 

K=1

1 

Content-based 

filtering 

0.2

85 

0.2

89  

0.2

97 

0.3

16  

0.3

28 

0.41

0 

Our third 
phase proposi-
tion 

0.8

45 

0.7

40 

0.7

26 

0.6

329 

0.6

02 

0.53

3 

Table 9 demonstrates the obtained novelty findings. 

The reader may see that, when compared to previous 

recommendation systems, our third phase proposal 

methodology exhibits notable improvements. The term 

"K" represents the range of recommendations, starting 

from one recommendation (k=1) and extending up to 

eleven recommendations (k=11). In Top 1 and 3, the 

uniqueness of the third phase's recommended method 

reaches its peak, which starts to decline. The outcomes 

show how practical the suggested approach is. Other-

wise, the third phase recommended technique outper-

formed the content-based recommendation method in 

terms of originality by an average of 56%. 

Table 10. Comparison of precision results of both methods. 

Method 

Recommen-

dation 

K=1 K=

3 

K=

5 

K=

7 

K=

9 

K=

11 

Using CB 

filtering 

0.64

1 

0.6

40 

0.6

43  

0.63

6  

0.61

5  

0.64

3 

Our third 
phase propo-
sition 

0.74

0 

0.7

40 

0.7

39 

0.73

8  

0.73

6  

0.73

5 

Table 11. Comparison of Recall results of both methods. 

Method 
Recommen-
dation 

K=1 K=

3 

K=

5 

K=

7 

K=

9 

K=

11 

Using CB 

filtering 

0.23

8 

0.2

35 

0.2

45 

0.23

6 

0.23

1  

0.23

9 

Our third 
phase propo-
sition 

0.67

3 

0.6

71 

0.6

70 

0.67

0  

0.69

8  

0.69

8 

 

Tables 10 and 11 show the outcomes of the recom-

mendation techniques recall and accuracy. The authors 

conclude from these data that all recommendation algo-

rithms performed better as the number of Top-N recom-

mendations increased. This is because recall shows the 

proportion of the collection's favorite suggested things 

out of all choices. As a result, the likelihood of propos-

ing goods to users that they will find exciting rises as the 

number of recommended items increases. 

6. Distinctions 

Table 12 shows a comparative study between the 

novel proposed approach and other existing ones. 

 

Table 12. Works Comparison. 

Works Over-
spe-
cializa-
tion 

Lim-
ited 
con-
tent 

Ser
en-
dipi
ty 

Syn
ony
m 

Sca
la-
bil-
ity 

(Stitini et al., 

2022i) 

✓     

(De Gemmis et 

al., 2015e) 

  ✓   

(Saat et al., 

2018b) 

  ✓   

(Kotkov et al., 

2020b) 

  ✓   

(Adamopoulos 

& Tuzhilin, 

2014b) 

 ✓    

(Su et al., 

2022c) 

    ✓ 

(Ishtiaq et al., 

2016) 

    ✓ 

(Isinkaye et 

al., 2015) 

   ✓  

(Kim et al., 

2017) 

   ✓  

𝐼𝑆𝑀𝐶𝐷3𝑃 ✓ ✓ ✓ ✓ ✓ 

7. Discussion 

This study’s primary goal is to evaluate content-

based filtering problems and provide a single fix that 

eliminates all of their downsides. Therefore, our sug-

gested method looks for a recommendation list that 

matches three essential criteria: 

● Lack of synonymous words in a 

recommendation list. 

● The suggestions list contains novel and 

serendipitous items. 

Lack of data sparsity by integrating popularity into 

the recommendation list.   
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Our proposed method for generating a list that sat-

isfies those criteria involves a combination of various 

techniques and algorithms, including natural language 

processing and cutting-edge algorithms, to ensure diver-

sity in the recommendation list. The authors suggest that 

the performance of the method is influenced by the size 

of the dataset and the number of items suggested (i.e., 

the size of the individual). To achieve optimal results, 

the Top N should be selected carefully and based on em-

pirical evidence, using a substantial dataset. 

The key obstacle affecting content-based filtering 

is over-specialization or the limited content, or in other 

words serendipity issues. As a result, our proposed 

methodology 𝐼𝑆𝑀𝐶𝐷3𝑃 intends to address all content-

based filtering issues to increase suggestion quality and 

recommendation accuracy. The suggested methodology 

was tested on the MovieLens dataset.  

8.Conclusion and future work  

The rise of information overload has emphasized 

the importance of recommender systems, leading to an 

investigation into a new strategy for addressing the lim-

itations of content-based recommenders. The goal of 

this research study was to develop a solution that would 

overcome these drawbacks by proposing a multi-task 

model for content-based filtering. This model utilizes a 

range of techniques to provide recommendations to us-

ers based on their interests. The main idea behind this 

approach is to create a list of highly connected items that 

are semantically related, while also introducing new and 

diverse content, taking into account potential new user 

and synonym words. 

Although this research study presents a promising 

solution, it is important to note that it is limited by its 

use of only one dataset (MovieLens). However, future 

studies could address this limitation by incorporating 

additional datasets to expand the scope of the proposed 

multi-task model. Overall, this research provides a sig-

nificant contribution to the development of recom-

mender systems and paves the way for further advance-

ments in this field.  
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