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Abstract 

One of the prevalent diseases that the elderly tend to have patients has been Alzheimer's disease (AD). It is a 

neurological disease where the brain cells start to deteriorate. As the disease progresses it eventually leads to 

the death of the brain cells. Death in brain cells results in various problems like memory loss change in behav-

ior patterns and many more. The most challenging problem has been in predicting an early diagnosis of AD in 

patients. The importance of the disease is that it is detected early. If early detection is done, the death of brain 

cells can be reduced. The disease is predicted based on the various features of the patient. Feature selection 

has been one of the important steps in predicting the disease. This paper takes the OASIS data set and imple-

ments the different algorithms and proposes a model. The proposed model identifies the salient feature by re-

cursively considering smaller and smaller sets of the features. The classification has been done for evaluating 

the feature selection. The result has been compared before the feature selection method and after the feature 

selection method. The performance metrics show improved scores after applying the feature section concept. 

Keywords: Alzheimer, early diagnosis, feature selection, recursive feature elimination (RFE). 

1. Introduction 

Alzheimer's has been a neurodegenerative disease 

that mostly occurs in elderly people. Neurodegenera-

tive, is a continuous worsening of the neurons, this af-

fects the competence of the central nervous in a very 

intense and progressive manner (Scatena et al, 2007). 

AD is one of the prevalent neurodegenerative disorders 

(Small and D. H., 2005) and it is a cureless disease and 

the only treatment is to slow down its progression 

(Unay et al, 2010).  The disease mainly affects the 

aged 60 to 65. A person at this age is at a high risk of 

being vulnerable to AD (Cummings et al, 2014). The 

disease grows progressively from a Cognitively Nor-

mal (CN) person to AD through Mild Cognitive Im-

pairment (MCI) (Matsuda H, 2007), (Mosconi L et al. 

2008). An Early Diagnosis (ED) of the disease would 

be helpful so that its progression can be reduced.  

Feature selection is an important task in machine 

learning. If the dataset is processed without feature se-

lection means then the accuracy of the prediction will 

be reduced, and the processing time will be increased 

so to avoid these issues the feature selection will be the 

best.  

The diagnosis of the disease is done on studying 

the brain images or the Magnetic Resonance Imaging 

(MRI) of the brain. Along with MRI, some doctors use 

the s-MRI and resting-state functional magnetic reso-

nance imaging (rs-fMRI) also. Both these have been 

used as the common method to analyze the changes, 

activities in the brain (Jun Jie Ng et al, 2016). Thus, the 

MRI serves as input using which AD is being diag-

nosed. The MRI of a patient has many features like 

gray matter densities, cortical thickness. The features 

related to diagnose and AD, needs to be retrieved from 

the MRI. When the correct features are selected, it 

helps in the correct diagnosis. The feature selection 
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greatly affects or influences the classification perfor-

mance and hence acts as the first step towards the pre-

diction. 

 To have higher prediction accuracy the feature 

selection process needs to be done. The importance of 

feature selection process can be stated as to  

• It decreases the training time of the machine 

learning algorithm. 

• It increases the model accuracy as it uses 

the right subset  

• It minimizes over fitting 

Hence, the feature selection step becomes crucial. 

To perform the feature selection process a number of 

algorithms and techniques have been used. Feature se-

lection is the process of selecting a subset from the 

original input data; also use these features as input to 

next step. The feature selection models have been clas-

sified to be of three methods: 

 
Fig. 1. Feature selection methods. 

• Filter based 

• Wrapper based 

• Embedded 

In the filter-based methods some metrics are spec-

ified as filters and based on those filters the features are 

selected. Some examples for this type of feature selec-

tion are Chi-squared test, Information gain. In the 

wrapper-based methods the feature selection is taken as 

a problem where a search technique is deployed. To 

perform the searching process algorithms like a best-

first search are utilized. An example of these algo-

rithms that use the wrapper method is the recursive fea-

ture elimination (RFE). Embedded methods work on 

the logic of learning about the features that contribute 

to the accuracy of the model that is being created. An 

example of an algorithm that uses the embedded meth-

ods is the regularization method.   

 Each of the above methods has its own advantage 

and disadvantages. Selecting and using the feature se-

lection method depends on the problem and it also de-

pends upon the existing data that the model has. 

ML(Machine Learning) algorithms in particular have 

been used in all the stages of AD prediction. Research-

ers have used these methods in the feature selection 

process to diagnose AD.  

In this paper, the importance of the feature selec-

tion for an optimal prediction has been studied and ana-

lyzed. In the medical field the prediction of the disease 

is very important, which is done based on the symp-

toms. By constructing a machine learning model to pre-

dict the disease is done based on the features presented. 

Thus, the features play a vital role in the prediction of 

the disease. Appropriate selection of the features needs 

to be done for obtaining an optimal result. The detec-

tion of the Alzheimer disease is done based on the fea-

tures available. For the study as carried out in this pa-

per, OASIS dataset has been considered for the AD 

prediction. The different features of the disease are 

listed out and the feature selection is being done. Iden-

tifying the best feature has been one of the major tasks 

in predicting the disease. From the literature it shows 

that many of the previous works does not involve fea-

ture selection. Using the machine learning techniques, 

the feature selection is being done and the best feature 

has been identified and implemented. 

The feature selection is necessary for selecting the 

required attributes for the prediction. It will remove the 

unwanted and the less priority attributes from the da-

taset using various feature selection techniques. It will 

use the attributes and the features effectively and effi-

ciently for good prediction. If the attributes are not se-

lected properly, the prediction of the disease will not be 

accurate. The feature selection will train the machine 

learning model very quickly also the over-fitting prob-

lem is reduced.  

Outlines of the contributions are:  

• Selecting the feature selection method. 

• Constructing the feature selection model us-

ing machine learning. 

• Select the attributes using the various feature 

selection methods for the prediction. 

• Train the model and test the model. 

• Evaluate the results. 

• Comparing the results to other models. 
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• Analyzing the performance of the proposed 

model. 

The proposed model in the paper uses the wrapper 

method. The paper is structured as Section 2 explains 

the related work, Section 3 describes the dataset, the 

design and working of the proposed model, the analysis 

is presented in section 4 and Section 5 explains the dis-

cussion with the future work and section 6 describes 

the conclusion. 

2. Related works 

Feature selection has been a vital step in building 

a machine learning model. To improve the accuracy of 

the predictive model, it is required to reduce the count 

of input variables or the features. This also reduces the 

computational cost of building a model. Researchers 

working on the prediction of AD, have used feature se-

lection on two inputs, That are used in building the pre-

diction model. Feature selection has been used on MRI 

and on the dataset. The proposed model presented in 

this paper takes the dataset and performs the feature se-

lection on it.  

 There are many data sets that are available 

online, where all the details pertaining to an AD are 

stored. Some of the most used data sets are:   

• The Alzheimer’s Disease Neuroimaging Ini-

tiative (ADNI). 

• Open Access Series of Imaging Studies 

(OASIS) 

The ADNI data set is a longitudinal multicenter 

study that was created to develop clinical, imaging, ge-

netic, and biochemical biomarkers. These were used 

for the early identification and diagnosis of Alz-

heimer’s disease (AD). The data set includes partici-

pants who were recruited across North America during 

the stage of the study, and these participants had de-

cided to complete diversity of imaging and medical as-

sessments. Once the participants registered with ADNI, 

they were followed and reassessed over time. This is 

being done so as to track the pathology of the disease 

in the course of its progress. OASIS data set aims to 

provide neuroimaging datasets to the scientific and the 

research community. This helps in future discoveries. 

Many researchers have taken these two data sets and 

used them for building feature selection models that 

can be used in predicting AD. In detecting AD, the uses 

of computer technology have been used in vast num-

bers.  

(Hinrichs et al, 2011) have made the ADNI data 

set, they used 48 AD patients and 66 Normal Controls 

(NC) for the diagnosis of AD, and they got an accuracy 

of 87.60% with the help of two image inputs of Posi-

tron emission tomography (PET) and MRI. The authors 

also achieved the result of 92.40% using the modalities 

of PET, MRI, Cerebro Spinal Fluid CSF, APOE, and 

cognitive values. In the model proposed by (Gray et al, 

2013), they had used 37 AD patients, 75 MCI patients, 

and 35 NC for classify the AD and MCI patients. They 

used four modalities of PET, CSF, MRI, and genetics. 

With their model, they achieved an accuracy of 89.00% 

for AD classification and had an accuracy of 74.60% 

for MCI classification. 

(Zhang et al, 2011) have proposed a model that 

used the same ADNI dataset and got an accuracy of 

90.60% for the classification of AD, they have used the 

MRI and PET. They were able to achieve an accuracy 

of 93.20% for the classification of AD by using three 

inputs the MRI, the PET, and the CSF. (Feng Liu et al, 

2014) have proposed a model that gave a result of 

94.37% and the ROC curve (AUC) of 0.9724 in detect-

ing AD. They also achieved an accuracy of 78.80% and 

an AUC of 0.8284 in identifying. 

 (Trambaiolli et al, 2017) have developed a model 

that used the Filtered Subset Evaluator technique and 

were able to achieve the best performance improve-

ment for the patient is 91.18% of accuracy and on an 

epoch basis is 85.29±21.62%. They first removed 

8.76±1.12% of the original features. Riedel et al., have 

proposed a model where AD features were selected 

from the different neuroimaging modalities. These 

were used to create more useful measures, and these 

features included mean gray matter densities, subcorti-

cal, cortical thickness, and cerebral amyloid-b accumu-

lation in regions of interest (ROIs). (Lecun et al, 2015) 

have proposed a model and used the Deep learning 

(DL) method of convolutional neural networks (CNN), 

to build models. The authors have proved that this 

method of using DL has been shown to outperform the 

other existing machine learning methods. Thus, many 

feature selection models have been developed using 

different approaches. The model proposed in this paper 

uses the Recursive Feature Elimination method. (Si-

vakani et al, 2020) have generated the missing values 

using the algorithms EM, KNN, and RF algorithms. 

(Sivakani et al, 2020) have done the feature selection 

using the best-first search algorithm and cfssubsetevalu 

evaluator.  

(Wiharto et al, 2022) have done a study for the di-

agnosis of heart disease using a feature selection 
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method developed with the genetic algorithm and sup-

port vector machine. Out of 54 features, only 5 features 

are selected and produced 87% accuracy. (Z. D. 

Akşehir et al, 2022) have introduced a new rule-based 

labeling algorithm and a feature selection method for 

the prediction of CNN model performance. (Chen et al, 

2020) have specified four reasons for showing the im-

portance of feature selection. The feature selection re-

duces the parameters, decreases the model building 

time enhances the generalization, and reduces the di-

mensionality. The evaluation has been done using the 

random forest, support vector machines, K-Nearest 

neighbors, and Linear Discriminant Analysis. (Jianting 

Chen et al, 2021) have proposed a novel self-learning 

feature selection method using the wrapper method the 

improvement the accuracy of the machine learning 

model. The evaluation has been done using sixteen 

UCI repository datasets. (Lianxi Wang et al, 2021) ex-

plained the uses of the feature selection algorithm to in-

crease the accuracy of the classification. The evaluation 

has been done using the UCI datasets. (Chu Y.M et al, 

2020) studied hybrid nanoparticles for various mixtures 

and their applications. (F. Heydarpour et al, 2020) in-

troduced a system of ordinary differential equations 

(ODE) to predict tumor growth. An artificial neural 

network has been applied to solve the problem in the 

ODE. (He Z. Y et al, 2022) presented a new fractional-

order discrete-time susceptible-infected-recovered 

(SIR) epidemic model with vaccination to find the sys-

tem's dynamics using the numeric value. The complex-

ity of the system has been analyzed and verified. 

(Rahiminasab A et. al, 2020) introduced a model for 

choosing a cluster head for the energy prediction, using 

the attributes energy, mobility, distance and the length 

of data queues. (Fang Jin et. al, 2022) proposed a new 

system to prove the uniqueness of the result using the 

fixed point theory and the Picard technique. 

The literature clearly shows the importance of fea-

ture selection in medical and other fields. So a model 

has been proposed to predict the disease with the fea-

ture selection. In this paper, the disease prediction has 

been made with various feature selection techniques 

and without applying feature selection techniques; 

then, the result has been compared and proved that the 

effect produced with the feature selection technique is 

the best. The proposed model has been compared with 

the model (Trambaiolli, L. R., et al, 2017) and shows 

the better accuracy. 

3. Proposed model 

AD has been one of the challenging diseases that 

have been very difficult to diagnose at an early stage. 

When a patient is being tested for the symptoms of the 

disease, a number of features are taken into account. 

Evaluating these features and diagnosing the disease 

based on these features has been a critical method. Us-

ing ML, a number of approaches are available to do the 

feature selection. The model proposed here uses the 

wrapper approach which is found to have certain ad-

vantages when compared to the other approaches. This 

section first presents the dataset used in the paper and 

then discusses the design of the proposed model. The 

dataset has been preprocessed and is subjected to fea-

ture selection. Various feature selection methods have 

been used and the result is compared to predict the best 

feature selection method. The RFE method will remove 

the least important attribute for the prediction. The fea-

tures for the processing will be selected and a subset 

has been generated using the machine learning tech-

niques. Based on the less importance of the attributes, 

it will eliminate and with the other attributes, the pro-

cessing will be done for the best prediction.    

3.1 Dataset 

The dataset taken for the proposed model is the 

OASIS dataset. The recent dataset of OASIS has been 

the OASIS-3 which has displayed data for above than 

1000 participants. All these participants were across 

several ongoing projects for 30 years. The partakers in-

cluded 609 CN adults and 489 patients at several 

phases of cognitive decline, all the participants were 

aged from 42-95years. This dataset has the details such 

as patient ID, Gender, Dominant Hand, Age, Education 

detail, etc.  These features are taken and the pro-

cessing is done. 

3.2 Design of the model 

The feature that is used to train any machine 

learning model has a great impact on the performance 

of the model. A feature that is irrelevant or partially rel-

evant can have a negative impact. The proposed model 

makes use of the RFE method that follows the wrapper 

approach. RFE is based on the scheme to repeatedly 

construct a model and then the best or worst perform-

ing feature is chosen. The chosen feature is set aside 

and the process is repeated again taking the rest of the 
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features. This process is functionally applied until all 

the features in the dataset are taken out. All the features 

are then ranked according to when they were elimi-

nated. This technique can be called a greedy optimiza-

tion problem that can be used for finding the best per-

forming subset of features. The process of RFE is given 

in Fig. 2. 

 
Fig. 2. Recursive feature elimination 

The various features present in the dataset are tab-

ulated in the Table 1. 

 

Table 1. Data description 

S.No Attribute_ Fields Description 

1 Subject ID Subject Identification num-

ber 

2 MRI ID MRI Identification number 

3 Group Group of the patient 

4 Visit Visit of the patient 

5 MR Delay MR delay of the visit 

6 M/F Gender 

7 Hand Mental State test 

8 Age Patient’s age 

9 EDUC Education status 

10 SES Social economic Status 

11 MMSE Mini Mental State Examina-

tion 

12 CDR Clinical Dementia Rating 

13 eTIV Estimated Total Intracranial 

Volume 

14 nWBV Normalize Whole Brain Vol-

ume 

15 ASF Atlas Scaling Factor 

4. Result and discussion 

The data set has been used in various algorithms 

and the result has been evaluated. The OASIS dataset 

has been used for the evaluation of the feature selection 

algorithms. The result has been analyzed in two-step 

processes; first, the dataset has been preprocessed and 

the classification has been done without applying fea-

ture selection methods and in the second step the clas-

sification of the dataset has been done with the feature 

selection method. Finally, the result has been compared 

for finding the best feature selection method. In this re-

gard, the CFS subset attributes selection, classifier at-

tribute selection, correlation attribute, and relief attrib-

ute selection methods have been used for the feature 

selection and for the evaluation these methods Naïve 

Bayes, Logistic Regression, SVM, Bagging, 

Logitboost, Multiclass, JRip, J48, Random Forest, REP 

Tree classifiers has been used to find the best feature 

selection method. 

4.1 CFS subset attributes selection 

CFS is the Correlation-based feature selection; 

this algorithm selects the attributes which have a high 

correlation with the classification task.  The equation 

used in the subset evaluation is given below: 

  (1) 
Where, rzc is the correlation of the attributes, k is 

the number of attributes, rzi is the average of the corre-

lations rii is the average inter-correlation among the at-

tributes. 

We have applied CfsSubset algorithm to evaluate 

the subsets. The search methods applied for finding the 

best attributes are best first search method, greedy 

search method. The direction of the attribute search 

taken place in forward direction. Total we have 373 in-

stances and 15 attributes. 

When we are applying the CfsSubset algorithm 

along with the best first search method the evaluated 

subsets are 104 and the accuracy of the best attribute 

search is 0.98 and the selected attributes are 

1,4,12,13,14. Totally the selected attributes are Subject 

ID, Visit, CDR, eTIV, nWBV 

When we are applying the CfsSubset algorithm 

along with the greedy search method the evaluated sub-

sets are 104 and the accuracy of the best attribute 

search is 0.98 and the selected attributes are 

1,4,12,13,14. Totally the selected attributes are Subject 

ID, Visit, CDR, eTIV, nWBV. Both the methods se-

lected the same attributes as the best. 

4.2 Classifier attribute selection 

The classifier attributes algorithm works based on 

the prediction concept for selecting the best subset. The 

search method applied with the evaluator is the ranking 

method. Rank will be generated for each attribute; the 

rank will be generated between -1 and +1. The ranking 

method is applied along with this algorithm to choose 
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the best attribute. For each attribute, the rank is gener-

ated, and based on the rank the best attribute is se-

lected. The wrapper and RMSE methods are used for 

subset evaluation. The accuracy is 5 and the Selected 

attributes are 14,4,5,3,13,2,6,7,8,9,12,11,10,1; total 14 

out of the 15 attributes. The rank generated for each at-

tribute is given below: 

Table 2. Rank generated by the classifier attribute selection 

algorithm 

Sl. No. Rank Attribute number Attribute Name 

1 0 14 nWBV 

2 0 4 Visit 

3 0 5 MR Delay 

4 0 3 Group 

5 0 13 eTIV 

6 0 2 MRI ID 

7 0 6 M/F 

8 0 7 Hand 

9 0 8 Age 

10 0 9 EDUC 

11 0 12 CDR 

12 0 11 MMSE 

13 0 10 SES 

14 0 1 Subject ID 

4.3 Correlation attributes selection 

The correlation attribute is a prediction of the best 

attribute based on the linear relationship between the 

attributes. Along with the correlation attribute, the 

ranking search method is applied to find the best attrib-

utes based on the rank generated by this algorithm. The 

selected attributes are 6,10,14,1,2,11,3,7,12,8,4,5,9,13 

and totally 14 attributes are selected. The accuracy is 

0.138. The rank generated for each attribute is given 

below: 

Table 3. Rank generated by the correlation attributes selec-

tion algorithm 

Sl. 

No. 

Rank Attribute 

number 

Attribute 

Name 

1 0.5616 6 M/F 

2 0.2467 10 SES 

3 0.2135  14 nWBV 

4 0.0663 1 Subject ID 

5 0.041 2 MRI ID 

6 0.0395 11 MMSE 

7 0.0239 3 Group 

8 0         7 Hand 

9 -0.0293   12 CDR 

10 -0.0351 8 Age 

11 -0.1204   4 Visit 

12 -0.1235    5 MR Delay 

13 -0.2418  9 EDUC 

14 -0.9889   13 eTIV 

4.4 Relief attributes selection  

The relief attribute algorithm predicts the best at-

tributes based on the weight allocated for each attrib-

ute. Along with the Relief algorithm the ranking search 

method is applied to select the best attributes. The se-

lected attributes are 1,13,9,10,14,8,11,7,2,6,3,12,5,4; 

totally 14 attributes are selected as the best attributes. 

The accuracy is 0.138. The ranks generated for each at-

tribute are given below: 

Table 4. Rank generated by the relief attribute selection algo-

rithm 

Sl. 

No. 

Rank Attribute 

number 

Attribute 

Name 

1 0.15901 1 Subject ID 

2 0.10424  13 eTIV 

3 0.01446  9 EDUC 

4 0.01144 10 SES 

5 0.00874 14 nWBV 

6 0.00453  8 Age 

7 0.00392  11 MMSE 

8 0         7 Hand 

9 0.0000  2 MRI ID 

10 -0.00106 6 M/F 

11 -0.00354   3 Group 

12 -0.0052   12 CDR 

13 -0.0510    5 MR Delay 

14 -0.0549    4 Visit 

 

Representation of number of attributes selected is 

given in the below graph. 

 

 
Fig. 3 Representation of the attributes selected 
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This Fig. 3 shows the representation of the attrib-

utes selected by the algorithms. From the above graph 

we can identify that the CFS subset attribute selection 

algorithm has been selected 5 attributes and the other 

algorithms has selected 14 attributes. So, for a good 

classification or a prediction we need these 14 attrib-

utes from this dataset. 

4.5. Classification and comparison of the 

classifier before and after applying the fea-

ture selection concept  

The classification has been done for evaluating the 

performance of the classifiers and comparison has been 

done before applying the feature selection and after ap-

plying the feature selection. The classifiers considered 

for the evaluation are Naïve Bayes, Logistic Regres-

sion, SVM, Bagging, Logitboost, Multiclass, JRip, J48, 

Random Forest, REP Tree classifiers. 

 
Fig. 4. Representation of the attributes selected 

Fig. 4, describes that the dataset has been classi-

fied before and after feature selection. Before applying 

feature selection the score is less and after the feature 

selection the result has been improved. 

Table 5. Performance of Naïve Bayes Classifier 

Sl. 

No. 

Parameter 

Metrics 

Result before 

feature selec-

tion 

Result after 

Feature se-

lection 

1 Correctly Clas-

sified 

92.7 93.29 

2 Precision 0.923 0.939 

3 Recall 0.928 0.933 

4 F-Measure 0.924 0.930 

5 ROC 0.981 0.991 

 

 Table 5, shows the metrics comparison for the Na-

ïve Bayes classifier before and after the feature selection. 

 

 

 

Table 6. Performance of logistic regression classifier 

Sl. 

No. 

Parameter 

Metrics 

Result before 

feature selec-

tion 

Result after 

Feature se-

lection 

1 Correctly Clas-

sified 

98.3 98.41 

2 Precision 0.984 0.995 

3 Recall 0.984 0.994 

4 F-Measure 0.984 0.994 

5 ROC 0.955 0.995 

 

 Table 6, shows the metrics comparison for the 

Logistic Regression classifier before and after the fea-

ture selection. 

Table 7. Performance of SVM classifier 

Sl. 

No. 

Parameter 

Metrics 

Result before 

feature selec-

tion 

Result 

after Feature 

selection 

1 Correctly 

Classified 

98.6 98.75 

2 Precision 0.987 0.987 

3 Recall 0.987 0.997 

4 F-Measure 0.986 0.986 

5 ROC 0.982 0.991 

 

 Table 7, shows the metrics comparison for the 

SVM classifier before and after the feature selection. 

Table 8. Performance of bagging classifier 

Sl. 

No. 

Parameter 

Metrics 

Result before 

feature selec-

tion 

Result after 

Feature se-

lection 

1 Correctly 

Classified 

97.58 97.68 

2 Precision 0.968 0.977 

3 Recall 0.976 0.976 

4 F-Measure 0.976 0.98 

5 ROC 0.989 0.999 

 

 Table 8, shows the metrics comparison for the 

Bagging classifier before and after the feature selection. 

Table 9. Performance of logitboost classifier 

Sl. 

No. 

Parameter 

Metrics 

Result before 

feature selec-

tion 

Result after 

Feature selec-

tion 

1 Correctly 

Classified 

91.68 91.78 

2 Precision 0.916 0.917 

3 Recall 0.917 0.927 

4 F-Measure 0.896 0.896 

5 ROC 0.943 0.953 
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 Table 9, shows the metrics comparison for the 

Logitboost classifier before and after the feature selec-

tion. 

Table 10. Performance of multiclass classifier 

 

 Table 10, shows the metrics comparison for the 

Multi classifier before and after the feature selection. 

Table 11. Performance of JRip classifier 

Sl. 

No. 

Parameter 

Metrics 

Result before 

feature selec-

tion 

Result after 

Feature selec-

tion 

1 Correctly 

Classified 

91.15 93.29 

2 Precision 0.901 0.928 

3 Recall 0.912 0.933 

4 F-Measure 0.904 0.926 

5 ROC 0.921 0.943 

 

 Table 11, shows the metrics comparison for the 

JRip classifier before and after the feature selection. 

Table 12. Performance of J48 classifier 

Sl. 

No. 

Parameter 

Metrics 

Result before 

feature selec-

tion 

Result after 

Feature selec-

tion 

1 Correctly 

Classified 

87.39 87.45 

2 Precision 0.805 0.815 

3 Recall 0.874 0.894 

4 F-Measure 0.838 0.868 

5 ROC 0.868 0.878 

 

 Table 12, shows the metrics comparison for the 

J48 classifier before and after the feature selection. 

Table 13. Performance of random forest classifier 

Sl. 

No. 

Parameter 

Metrics 

Result before 

feature selec-

tion 

Result after 

Feature selec-

tion 

1 Correctly 

Classified 

95.97 96.24 

2 Precision 0.962 0.974 

3 Recall 0.960 0.962 

4 F-Measure 0.955 0.958 

5 ROC 1.00 1.00 

 

Table 13, shows the metrics comparison for the 

Random Forest classifier before and after the feature 

selection. 

Table 14. Performance of REP classifier 

Sl. 

No. 

Parameter 

Metrics 

Result before 

feature selec-

tion 

Result after 

Feature selec-

tion 

1 Correctly 

Classified 

97.85 97.95 

2 Precision 0.979 0.989 

3 Recall 0.979 0.98 

4 F-Measure 0.978 0.988 

5 ROC 0.989 0.999 

  

 Table 14, shows the metrics comparison for the 

REP classifier before and after the feature selection. 

 

 
Fig. 4(a) & 4(b). Metrics comparison for precision and accu-

racy of classifiers 

Figure 4(a) shows the comparison of precision 

values before and after feature selection for the classifi-

ers. 4(b) shows the comparison of accuracy values be-

fore and after feature selection for the classifiers. 

 
Fig. 5(a) & 5(b). Metrics comparison for recall and f-meas-

ure of classifiers 

Fig. 5(a) shows the comparison of Recall values 

before and after feature selection for the classifiers. 

Sl. 

No. 

Parameter 

Metrics 

Result before 

feature selec-

tion 

Result after 

Feature se-

lection 

1 Correctly Clas-

sified 

98.39 98.65 

2 Precision 0.984 0.987 

3 Recall 0.984 0.997 

4 F-Measure 0.984 0.987 

5 ROC 0.989 0.999 
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5(b) shows the comparison of F-Measure values before 

and after feature selection for the classifiers. 

 
Fig. 6. Metrics comparison for ROC of classifiers 

 

Fig.6, shows the comparison of ROC values be-

fore and after feature selection for the classifiers.  

 From the comparison, it has been analyzed that 

the performance for all the classifiers given improved 

scores after applying the feature selection. 

5. Conclusion and Future Enhancement 

This paper discusses various feature selection al-

gorithms for selecting the best attributes for the classi-

fication or prediction. The best attributes can be se-

lected by using the feature selection method. CFS Sub-

set attributes selection, Classifier Attribute Selection, 

Correlation attributes selection, and Relief attribute se-

lection are the algorithms applied to the oasis dataset; 

in the dataset, there are 15 attributes, and among those 

attributes, the best attributes selected are 14 attributes. 

CFS Subset attributes selection algorithm selected only 

5 attributes, and the other algorithms selected 14 attrib-

utes so it concluded that for the classification of this 

dataset 14 attributes are best. Also, the classification 

has been done to evaluate the performance of the fea-

ture selection process. The evaluation metrics consid-

ered are accuracy, Recall, F-Measure, and ROC. All the 

performance metrics show better results after applying 

the feature selection. The results have been compared 

without feature selection and with the feature selection 

process; all the evaluation metrics show the better re-

sult with the feature selection process. Also, the pro-

posed model has been compared with the result of the 

previous model and shows a better result. The previous 

model has 91.18%, and this proposed model gives the 

best result of 98.7%. So it is concluded for the best pre-

diction, the feature selection should be done. In future 

work, we decided to focus on other feature selection al-

gorithms. 
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