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Abstract 

In response to the increasing use of drones, there is an emerging need for dependable security surveillance systems 

capable of detecting them. This article presents a theoretical framework for drone detection using the YOLOv5x (You 

Only Look Once) deep learning algorithm, which aims to improve security surveillance systems. The framework is 

composed of various hardware and software components, including drones, cameras, and computer systems, and uti-

lizes YOLOv5x to accurately detect drones. To carry out the research, the Roboflow Drone 1 dataset is used, which 

includes a variety of images captured under various experimental conditions. The YOLOv5x algorithm is selected due 

to its high accuracy and low computational cost, which makes it an ideal solution for security surveillance systems. 

To measure the performance of the system, metrics such as F1-Score, Recall, Precision, Area under the Curve (AUC), 

and Mean Average Precision (mAP) are employed. The mAP is calculated at 0.95 at a learning rate of 0.5, precision 

is 0.901, recall is 0.97, AUC is 95.3, and F-1 score is 0.94. Overall, this framework provides a dependable and efficient 

approach for detecting drones, resulting in improved security of critical infrastructure, public events, and other sensi-

tive locations. Furthermore, the proposed research is compared with existing state-of-the-artwork, and the experi-

mental results verified that the proposed research outperformed the state-of-the-art. 

Keywords: Drone Detection, YOLOv5x, Security, Surveillance, Unmanned Aerial Vehicle. 

1. Introduction  

A drone, named an Unmanned Aerial Vehicle (UAV), 

is a jet which is generally operated remotely by a hu-

man as per Kumar, M, et al. (2024). Drones have an 

extensive variety of applications, containing military 

operations, videography, surveying, inspection, and 

aerial photography. Modern drones are prepared 

having advanced features such as GPS, cameras, and 

autonomous flight capabilities. Drones can be catego-

rized based on their cost, size, weight, capabilities, and 

intended use according to Taha, B., & Shoufan, A. 

(2019). This information is used to determine the ap-

propriate level of regulations, safety measures, and 

limitations for the use of drones in various contexts. 

Some common categories of drones include as repre-

sented in Table 1:  

Table 1. Types of Drones Zhu, X., et al. (2021)

Characteristic Consumer 
Drone 

Commercial 
Drone 

Military Drone Agriculture 
Drone 

Emergency 
Drone 

Education 
Drone 

Purpose These types of 
devices are 
lightweight, 
small in size, 
and designed 
for leisure use, 
typically 
weighing less 
than 55 
pounds 

Larger, more 
capable drones 
designed for 
commercial 
use like midair 
photography, 
survey, pack-
age distribu-
tion, inspec-
tion of pipe-
lines and 
power lines. 

These types of 
drones are de-
veloped for mil-
itary use like in-
vestigation, re-
connaissance, 
and beset kill-
ings. 

Drones specifi-
cally designed 
for agricultural 
applications, 
such as crop 
monitoring, 
mapping, and 
precision agri-
culture. 

Drones are 
used for emer-
gency re-
sponse and 
disaster relief 
operations, 
such as search, 
rescue, and 
firefighting. 

These are used 
for educa-
tional uses like 
teaching learn-
ers about 
drone machin-
ery and flight. 

Size Small Varies with ap-
plication 

Medium Large depend-
ing upon appli-
cation 

Varies Design as per 
use 
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Range Medium range Short to long 
range 

Long range Medium de-
pends on appli-
cation 

Varies depend-
ing upon appli-
cation 

Range varies 
with use 

Sensor Cameras and 
gyroscopes 

Sensors for 
data collection 

Cameras, radar, 
infrared 

Multispectral 
and hyper-
spectral sen-
sors 

Advanced sen-
sors for detect-
ing heat and 
survivors. 

Basic Sensors 

Cost Affordable Cost is high 
due to more 
features 

Very costly due 
to military 
grade material 

Very costly due 
to specific in-
strument and 
sensors 

Depending on 
features cost 
varies.  

More afforda-
ble 

Yolov5x-based drone classification: It is a version of 

the YOLO object recognition method which could be 
utilized for drone classification. It is a deep learning 

technique which could automatically identify the type 

and size of a drone. Its intended use and capabilities 

can be analyzed using aerial images captured by the 

drone. The YOLOv5x works by separating an image 

into a network of cells by using a deep neural network 

to foresee the presence and class of objects within each 

cell. The model is skilled on a large dataset of pictures 

of different kinds of drones, so it can learn to identify 

specific features and patterns associated with each 

class of drone Pilania, U., et al. (2023). 

After training the model, it could be applied to classify 

new images in real-time. By using YOLOv5x for 

drone classification, it is possible to quickly and 

accurately determine the type along with the abilities 

of a drone. It could be valuable for numerous applica-

tions, like security, surveillance, law enforcement, 

emergency response, and border protection. The pro-

posed research works by training the model utilizing 

the roboflow drone 1 dataset of images to accurately 

detect drones. The YOLOv5x algorithm is used be-

cause of its good accuracy, very lower computational 

cost, allowing for efficient and effective surveillance. 

The method could be combined into existing surveil-

lance systems to provide real-time monitoring, and 

alerts, enabling security personnel to take appropriate 

action when unauthorized drones are detected. The 

basic difference between YOLOv5 and YOLOv5x is 

given as in Table 2: 

Table 2. Features of YOLOv5x

Feature YOLOv5 YOLOv5x 

Architecture YOLOv5 comes in varying number of layers as per 
the requirement of the application. 

It is designed with deeper and wider architecture.  

Networks It use CSPDarknet53 (Cross Stage Partial) network 
for extraction of features. 

It uses ResNet with Cross Stage Partial connections 
Network (CSPNet) as backbone for extraction of 
more complex features. 

Size It uses small size variant resulting into low accuracy. It uses large model size resulting into better accu-
racy. 

Hardware Re-
quirement 

It can work with CPU and uses GPU for better per-
formance. 

It may use additional hardware for real-time appli-
cations because of high computational demands. 

Resolution It may work with varying resolution depending upon 
application. 

It operates on high resolution resulting into good 
feature extraction and high accuracy. 

Speed Its speed is high due to due to smaller size of model. Its speed is low due to large model size and complex 
structure. 

The main objective of the proposed work is to design 

a framework for drone detection using the YOLOv5x, 

precisely for security surveillance systems. The objec-

tive is to improve security and safety in domains like 

airports, public events, critical infrastructure, and pri-

vate properties, by effectively identifying and moni-

toring the presence of drones in real-time. 

Research Contributions: 

• The framework focuses on achieving real-

time drone detection, which is crucial for se-

curity surveillance applications.  

• To enhance the practicality and reliability of 

the system, the work contributes to reducing 

false alarms.  
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• It is applicable to different real-time security 

systems due to scalability and versatile na-

ture. 

• Proposed approach could be adapted to vari-

ous types of cameras, sensors, and deploy-

ment scenarios. 

• The research contributes to the growth of a 

user-friendly interface for security person-

nel. This includes a dashboard or software 

that provides a clear and intuitive display of 

detected drones and relevant information. 

• Comprehensive performance evaluation and 

validation are conducted to measure the ac-

curacy, precision, recall, and real-world ap-

plicability of the developed framework. This 

includes testing the model under numerous 

environmental conditions and drone types. 

In summary, the research "A Framework for Detection 

of Drones using YOLOv5x for Security Surveillance 

System" aims to provide a robust, real-time solution 

for drone detection in security surveillance applica-

tions, with a focus on accuracy, speed, and practicality. 

The contributions lie in the customization of the 

YOLOv5x model, its integration, and the reduction of 

false alarms, all while addressing the security needs of 

various sectors. 

2. Literature Review 

The drones have been used gradually in recent years, 

as they have been established to be useful in numerous 

fields such as agriculture, construction, and aerial pho-

tography. However, the rise in unauthorized drone us-

age has led to significant security concerns. This liter-

ature review focuses on the framework for detecting 

drones using YOLOv5x for security surveillance sys-

tems. 

These days’ drones have been used widely due to their 

affordability and commercial availability. However, 

the use of drones also has increased the risk of illegal 

activities such as drug smuggling and terrorism. To 

prevent such actions, it is crucial to monitor and detect 

drones in restricted or special zones. One of the big-

gest challenges in drone detection is the resemblance 

between drones and birds, particularly when viewed 

against multifarious backgrounds in surveillance vid-

eos. To address this, a new image-based drone-detec-

tion model has been designed using YOLOv5 in Al-

Qubaydhi, et al. (2022). Due to the limited availability 

of information, transfer learning was used to enhance 

the performance of the system. The results were out-

standing, with an average precision rate of 94.7%. This 

system could be useful for safeguarding restricted ar-

eas and preventing illegal drone interventions. 

The increasing quantity of drones has been used for 

both marketable and recreational purposes raised con-

cerns about their potential misuse, including privacy 

violations and drug smuggling. However, spotting 

drones could be challenging due to other items in the 

sky, like aircraft, birds, and computerized systems re-

quiring a huge amount of information and highly con-

figured devices for real-time detection. To overcome 

the mentioned issues, the study Kumar, M., et al. 

(2024) proposed the use of a one-shot sensor called 

YOLOv5, which can be trained with pre-existing 

weights and data augmentation. The system was as-

sessed using mAP, and recall, and attained a mAP of 

90.40%, which is a 21.57% enhancement over the ear-

lier model which applied YOLOv4 and was tried on 

the same dataset. This technology could suggest a so-

lution to the problem of drone abuse and help protect 

people's privacy. 

The advancements in drone technology have led to the 

emergence of object identification technologies which 

could be useful to various scenarios, including detect-

ing illegal immigrants, natural disasters, missing peo-

ple or objects, and industrial accidents. The authors De 

Galiza Barbosa, et al. (2023) aimed to discover ways 

to improve object recognition recitals under challeng-

ing conditions. Experimental data were gathered 

through photography in a confusing environment with 

varying environmental conditions. The F11 4K PRO 

drone and VisDrone dataset were used for the experi-

ment. The study proposed a better form of the original 

YOLOv5 model and compared its performance with 

the original model. Key performance indicators, in-

cluding precision, recall, F-1 score, and mAP (0.5), 

were calculated for both models. The improved 

YOLOv5_Ours model validated enhanced perfor-

mance as mAP (0.5) and function loss than the original 

YOLOv5 model. Constructed on the statistical analy-

sis, the study concludes by identifying a good object 

identification model for various challenging condi-

tions. Detecting objects from drone-captured scenarios 

is a popular and recent task, but it comes with chal-

lenges. Drones navigate at different altitudes, resulting 

in varying object scales, which makes optimizing net-

works difficult. Additionally, motion blur from high-

speed, low-altitude flights causes objects to become 

indistinguishable, adding to the challenge. To solve 

these challenges, the authors in Zhu, X., et al. (2021) 

proposed TPH-YOLOv5, a modified version of 

YOLOv5 that includes further prediction head to de-

tect objects of diverse scales. TPH-YOLOv5 im-

proved by about 7% compared to the baseline 

YOLOv5 model, which was promising and competi-

tive. 
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Human action detection from drones has developed a 

significant challenge in current years, with potential 

applications in environmental monitoring, search, and 

rescue operations. Though, this challenge was compli-

cated by the variability of human subjects' scales, ori-

entations, and occlusions in drone-captured images. 

Authors Ahmad, T., et al. (2022) proposed low-re-

source machine learning approaches for action detec-

tion using the "Okutama-Action" dataset, which in-

cludes images with controlled image acquisition pa-

rameters. The proposed approach combines object 

recognition with a gradient-boosting classifier to iden-

tify actions in single images. The authors integrated 

YoloV5 with the classifier to achieve both scalability 

and efficiency in the object recognition system while 

accommodating the variable difficulty of samples. The 

proposed method beat erstwhile architectures used on 

the same dataset, which we attribute to the perfor-

mance of Yolov5 and the adequacy of our pipeline to 

the Okutama dataset's specificities in terms of bias-

variance tradeoff. The goal of drone detection is to lo-

cate the drone(s) within a video by identifying the 

smallest rectangle that encloses it. To resolve this is-

sue, authors Aker, C., & Kalkan, S. (2017) presented 

an end-to-end object recognition method using Con-

volutional Neural Networks (CNN). To overcome the 

lack of information for training the network, the author 

developed a system that combines background-sub-

tracted real images to create an extensive artificial da-

taset. This approach allowed us to achieve high preci-

sion and recall values simultaneously. After the litera-

ture survey, it has been concluded that there are sev-

eral challenges associated with drone detection as rep-

resented by the Table 3:  

Table 3. Mapping of issues with proposed work

Challenge Existing Work Proposed Work 

Size and 
Speed 

Drones can vary in size and speed, making them 
difficult to detect. Small drones can be particularly 
challenging to detect, as they may not produce 
enough heat or sound to be detected by tradi-
tional sensors as per Singha, S., & Aydin, B. (2021) 

Diverse training of the model on different datasets 
helps in handling varying size and shape of the drone. 
The proposed model is able to detect drones of vary-
ing size and shape. 

Flight Pat-
terns 

Drones can fly in unpredictable patterns, making it 
difficult to predict where they will be at any given 
time. They can also fly at low altitudes, making 
them difficult to detect with radar as per paper 
Akyon, F. C., et al. (2021) 

ResNet with CSPNet efficiently work on features such 
as shape, texture, color, and motion patterns. The 
model efficiently detects drones at very low height as 
well as at very high altitudes. 

Background 
Noise 

In noisy environments, it can be challenging to de-
tect the sound of a drone, particularly if it is small 
and has a low acoustic signature as in paper 
Anwar, M. Z., et al. (2019) 

As in feature extractions ResNet is used which effec-
tively filter out the background noise. 

Signal Inter-
ference 

Drones can interfere with GPS and other commu-
nication signals, which can make it difficult to track 
their location Wu, M., et al. (2018) 
 

Pre-processing and data augmentation techniques are 
used in YOLOv5x for signal inference. These tech-
niques help in tracking the location of the signal accu-
rately.   

3. Proposed Work 

Traditional methods of detecting drone activity such 

as human surveillance, and radar systems, can be time-

inefficient, resource-demanding, and could not always 

be effective. So, there is a requirement of more effi-

cient and reliable method of detecting drones. To 

acknowledge the above challenges, the work proposes 

a framework for the identification of drones using the 

YOLOv5x deep learning algorithm. The framework 

provides a comprehensive solution for detecting 

drones in real-time, enhancing the security of critical 

infrastructure, public events, and other sensitive loca-

tions. The proposed work aims to develop an efficient 

and accurate drone identification system using modi-

fied YOLOv5x. For modification of YOLOv5x the 

backbone network, CSPDarknet53 is replaced with 

Residual Network (ResNet) and head network is up-

dated to include extra layers for capturing the features 

more accurately. Additionally, the system will utilize 

advanced data augmentation techniques to improve its 

performance and robustness. The proposed model is 

trained using a large dataset of drone images under 

many environmental and lighting conditions. The pro-

posed system's performance will be evaluated based 

on many constraints such as detection accuracy, recall, 

precision, and F1-score.   
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Fig 1. Layered Architecture of YOLOv5x

 In the proposed work, Roboflow Drone 1 dataset is 

used which is a publicly available dataset containing 

images and annotations for drone detection. The da-

taset contains images of drones in various orientations, 

sizes, and backgrounds. The annotations include the 

bounding boxes and labels for the drones in the images. 

The dataset contains over 7,500 images with a resolu-

tion of 1080 x 720 pixels. The dataset includes a di-

versity of objects, such as buildings, trees, vehicles, 

birds and to simulate real-world scenarios. The Ro-

boflow Drone 1 dataset is used for developing and test-

ing deep-learning models for drone detection. It could 

be used to train and evaluate models based on deep 

learning algorithms, like YOLO, Faster R-CNN, and 

SSD. The dataset is available for download on the Ro-

boflow website and can be accessed for free. 

YOLOv5x is a larger and more accurate version of 

YOLOv5, designed to run on high-performance GPUs. 

It has a larger number of layers and parameters, allow-

ing it to perform more complex computations and 

achieve higher accuracy in object detection tasks. In 

summary, YOLOv5s is optimized for speed and effi-

ciency, while YOLOv5x is optimized for accuracy. 

The choice of a particular model depends on the spe-

cific use case and the available computational re-

sources. 
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Fig 2.Proposed Flowchart

YOLOv5x is a standard object recognition model 

which uses a layered architecture to identify and cate-

gorize objects in images as depicted in Figure 1. Fig-

ure 2 represents the proposed flowchart for the 

research work. Figure 3 represents the scattering of 

the sizes and positions of drones in the dataset. The 

architecture of YOLOv5x is divided into several key 

components. 

Fig 3.Distribution of the Sizes and Positions of drone in dataset 
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The backbone network of YOLOv5x consists of a 

deep CNN which retrieves features from the input im-

age. It is built on the ResNet design, which improves 

the efficiency of feature extraction. CSPDarknet53 in 

the basic architecture of YOLOv5x has been replaced 

by the ResNet. ResNet has the ability to extract robust 

features from the input images. The required changes 

have been done to adjust ResNet with the neck and 

head network of the YOLOv5x. The feature map gen-

erated by the ResNet is compatible with different lay-

ers of YOLOv5x. ResNet has a sufficient number of 

resources for training the dataset and interfaces. The 

integrity of the ResNet is monitored using perfor-

mance metrics. The purpose of changing the 

CSPDarknet53 to ResNet help in down-sampling op-

erations, and skip connections which help in feature 

extraction at different spatial resolutions. ResNet uses 

CSP connections at different levels in the network 

which enable reuse and reduced computational effi-

ciency. The CSP connections enhance the way of rep-

resentation of the features and retrieve contextual data 

from the images. This network can handle images with 

different backgrounds, shapes, poses, and sizes. It 

makes a foundation for the detection of drones in the 

input images.    

It is responsible for aggregating and refining the fea-

tures retrieved by the backbone network. To achieve 

this, YOLOv5x employs a Spatial Pyramid Pooling 

(SPP) module in its neck network, which enables the 

model to capture features at various scales in an effi-

cient manner. It incorporates many stages after the 

backbone network for the refinement of features ex-

tracted by the backbone network. All these stages fo-

cus on enhancing the presentation of extracted features, 

context capturing, and information aggregation. All 

these steps lead to more accurate detection of drones 

in minimum time.  

The head network of YOLOv5x is in charge of fore-

casting bounding boxes and class likelihoods for ob-

jects in the image. Contrasting classical object 

recognition approaches that use anchor boxes, 

YOLOv5x uses an anchor-free detection approach that 

eliminates the need for anchor boxes, resulting in more 

precise object detection. It is trained by the backbone 

network and intermediate stages to detect drones in in-

put images. Due to the process of training, it is able to 

put the boundary box on the detected drones.  

The last stage is post-processing. The predictions 

made by the head network of YOLOv5x are post-pro-

cessed to enhance the final results by eliminating re-

dundant detections. This is accomplished using a Non-

Maximum Suppression (NMS) algorithm, which re-

moves overlapping detections and retains the most 

confident detections for each object. YOLOv5x em-

ploys a layered architecture that empowers it to 

achieve top-notch performance in object detection 

tasks, exhibiting high precision and efficiency. 

4. Result Analysis 

The evaluation of performance metrics for drone de-

tection may differ based on the technology employed 

and the intended use case. YOLOv5x algorithm's 

drone detection performance may be influenced by 

several factors, like drone size, speed, lighting condi-

tions, and weather. Hence, it's necessary to assess the 

performance metrics in various scenarios to ensure 

that the algorithm can function efficiently in diverse 

environments. YOLOv5x is a more advanced version 

of the Yolov5 object detection algorithm, which em-

ploys a larger and more intricate model architecture. 

The training and validation procedures for Yolov5x 

are similar to those for the standard YOLOv5 algo-

rithm. To train a Yolov5x model, the dataset is first 

split into training and validation sets using the --split 

flag when running the train.py script. During the train-

ing phase, YOLOv5x generates several metrics like 

training loss, validation loss, average precision, and 

recall. These metrics are used to access the model's 

performance during training and make necessary ad-

justments to hyperparameters. 
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Fig 4. Training and Validation Loss 

Training a YOLOv5x model can be computationally 

demanding, requiring a high-performance GPU and 

sufficient memory to effectively train the model. The 

x-axis in Figure 4 represents the number of epochs, 

which is set to 200 for this work. The required number 

of epochs to train YOLOv5x for drone detection may 

vary depending on factors such as the dataset size, the 

complexity of the detection task, and the hardware 

configuration.  

Fig 5. Distribution and Histogram of Drone in Training Set 
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Box loss, as represented in Figure 4, measures the 

change between the expected and true bounding box 

coordinates of an object. The Fig. 5 represents the dis-

tribution and histogram of the drone training set. Dis-

tribution means how data is stored in the dataset and 

histogram is used to represent this data graphically. 

Distribution helps in gaining knowledge about the fea-

tures of data in the dataset. A histogram is also used to 

check the patterns in the dataset. The dataset is 

properly annotated and formatted as per the require-

ment of YOLOv5x. During training the number of in-

put images, average number of drones per image, and 

maximum number of drones per image have been cal-

culated. The occurrence of drones is retrieved and 

counted to check the patterns in the dataset. By using 

these patterns, it creates the histogram for the input. It 

is typically calculated using a regression loss function 

such as MSE or plane L1 loss. Eq. (1) and (2) represent 

the bounding box and object box mathematically. 

𝐿𝑏𝑜𝑥

= 𝜆𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒 ∑×

𝑘2

𝑛=0

∑ [

𝑙

𝑚=0

1𝑛,𝑚
𝑜𝑏𝑗 [(𝑜𝑛

− ô𝑛)2 +(ℎ𝑛 − ĥ𝑛)2]] + 𝜆𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒 ∑×

𝑘2

𝑛=0

∑ [

𝑙

𝑚=0

1𝑛,𝑚
𝑜𝑏𝑗 [(√𝑐𝑛

− √ĉ𝑛)2 + (√𝑒𝑛 − √ê𝑛)2]]                                                (1) 

where k is the numeral of grid cells in the input, l is 

the numeral of bounding boxes expected by each grid 

cell, ô, ĥ, ĉ, ê are the predicted coordinates of the cen-

ter, width, and height of the box in cell n, and on, hn, 

cn, en are the ground-truth coordinates of the center, 

width, and height of the box in cell n. The term 1𝑛,𝑚
𝑜𝑏𝑗

 

is an indicator function that equals 1 if the m bounding 

box in cell n is responsible for detecting an object, and 

0 otherwise. The parameter λcoordinate controls the 

weight of the box localization loss. 

𝐿𝑜𝑏𝑗

= ∑×

𝑘2

𝑛=0

∑ 1𝑛,𝑚
𝑜𝑏𝑗

𝑙

𝑚=0

[log (𝜎(î𝑛,𝑚))

+ (1

− 1𝑛,𝑚
𝑜𝑏𝑗

) log (1 − 𝜎(î𝑛,𝑚))]                   1                           (2) 

where în,m is the predicted objectness score for the mth 

bounding box in cell n, and σ is the sigmoid function. 

In the term 1 − 1𝑛,𝑚
𝑜𝑏𝑗

   is an indicator function that 

equals 1 if the mth bounding box in cell n is not respon-

sible for detecting an object and 0 otherwise. 

𝑙𝑜𝑠𝑠𝑌𝑂𝐿𝑂𝑣5

= 𝑙𝑜𝑠𝑠𝑏𝑜𝑢𝑛𝑑𝑖𝑛𝑔 𝑏𝑜𝑥 + 𝑙𝑜𝑠𝑠𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛

+ 𝑙𝑜𝑠𝑠𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒                                                                           (3) 

lossbounding box = λif ∑ ×b2

a=0 ∑ Ea,c
g

d

c=0
hg(2 −

KaXna) [(xa − xa
՛c)2 + (ya − ya

՛c)2 + (wa − wa
՛c)2 + (ha −

ha
՛c)2]                                                                                               (4)        

𝑙𝑜𝑠𝑠𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛

= 𝜆𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 ∑×

𝑏2

𝑎=0

∑ 𝐸𝑎,𝑐
𝑔

𝑑

𝑐=0

× ∑ 𝐿𝑎

𝐶∈𝑐𝑙

(𝑐) log(𝐿𝐿𝑎(𝑐))                                                       (5) 

𝑙𝑜𝑠𝑠𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 = 𝜆𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 ∑×

𝑏2

𝑎=0

∑ 𝐸𝑎,𝑐
𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒

𝑑

𝑐=0

 (𝑐𝑖

− 𝑐𝑙)2 + 𝜆𝑔 ∑×

𝑏2

𝑎=0

∑ 𝐸𝑎,𝑐
𝑔

𝑑

𝑐=0

 (𝑐𝑖

− 𝑐𝑙)2                                                 (6) 

 Loss function in YOLOv5x plays significant role in 

enhancing the outcomes. It is the combination of 

boundary box, classification and the confidence as 

represented by Eq. (3). Eq. (4) shows how bounding 

box can be calculated. Where h՛ and w՛ shows the 

height and width of target object in the input image. xa 

and ya represent the coordinates of the input image. λif 

indicated whether the target object exists in the image 

or not. λconfidence in Eq. (5) and (6) represent loss coef-

ficient. λclassification is classification loss coefficient, cl is 

class, and c is the confidence score.  
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Fig 6. Drone Detection

Object loss is the loss function which is used to decide 

if an object exists or not in input image. It is calculated 

using a sigmoid activation function and binary cross-

entropy loss Liu, X., et al. (2023) The purpose of ob-

ject loss is to adjust the model's parameters so that it 

can more accurately detect objects in an image. Class 

loss is used for multi-class classification responsibili-

ties. It measures the difference between the predicted 

probabilities and the true probabilities of an object be-

longing to different classes. The class loss is computed 

using a softmax activation function and categorical 

cross-entropy loss. The purpose of class loss is to en-

hance the model's parameters so that it can better clas-

sify objects into their respective categories. For the re-

duction of object loss in the proposed work, we have 

used high quality dataset and a regress training process.  
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Fig 7.Drone Detection

False detection could be defined in terms of false pos-

itives which means the detection of a drone where it 

does not exist, false negative means the actual drone is 

present but the model is not able to detect it, and some-

times the model may label incorrectly to the detected 

object. As shown in Figure 7 the drones are detected 

but the accuracy of detection is not 100% which means 

the model is not 100% sure whether the detected object 

is a drone or some other object. As per the results 

model has a 4.7% false detection rate.  

Confusion matrix is a commonly used table for as-

sessing the enactment of a classification approach. It 

matches the expected labels of the approach with the 

actual labels in the validation or test set. In the context 

of object detection, a confusion matrix can be utilized 

to assess the model's ability to detect objects of various 

classes Abdallah, S. M. (2024). As shown in Figures 6 

and 7, the results of YOLOv5x detection demonstrate 

that the deep learning method could detect drones with 

high accuracy. 
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Fig 8. Confusion Matrix

 The validation or test set produces a confusion matrix 

that represents the numeral of True Positive (TP), false 

positive, false negative, and true negative expectations 

for each class, as illustrated in Figure 8. This infor-

mation can be analyzed to evaluate the method's per-

formance in identifying objects of diverse classes and 

identify opportunities for improvement Cheng, S., Zhu, 

Y., & Wu, S. (2023). 

i) Reliability and Accuracy Analysis 

The reliability and accuracy analysis of drone detec-

tion using YOLOv5x assesses the model's ability to 
consistently perform over time and under different 

conditions. This analysis includes measuring the pre-

cision, F1-Score, AUC, and recall rates over multiple 

test runs, and checking for false positives and false 

negatives. Also, evaluating the model's performance 

under variable environmental circumstances such as 

changes in light, weather, drone size, and drone dis-

tance.  

 
a) F1-Score 

 
b) Precision 
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c) AUC 

 
d) Recall 

Fig 9. Performance Metrics
 

The proposed work is found to be reliable and accurate 

based on values of performance metrics obtained from 

experimental results. 

F1-Score: It is a performance metric which uses pre-

cision and recall in measuring a model's accuracy. It is 

the harmonic mean of precision and recall as per au-

thors Li, S., et al (2023) in Eq. (7), and the F1-Score 

value was determined to be approximately 0.94 for the 

research work.  

𝐹1

= 2

∗
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)
                                                (7) 

Precision: It measures the accuracy of the positive 

predictions made by the system, as represented in Eq. 

(8). In YOLOv5x, precision is utilized to assess the 

model's capability to accurately identify instances of a 

particular object class according to Alsanad, H. R.,. et 

al. (2023) The precision was calculated to be around 

0.90 from the experimental work. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠)
                 (8) 

TP refers to a numeral of positive detections accu-

rately made by the system, while False Positives refer 

to the numeral of positive findings incorrectly made 

by the system. 

AUC: The AUC is a widely used metric to assess the 

Performance of machine learning systems in diverse 

applications, including drone detection. In drone de-

tection, the AUC is commonly used to find the ma-

chine learning model's ability to accurately differenti-

ate between the drone and non-drone signals as per 

authors   Kumar, S., et al. (2024). At a learning rate of 

0.5, the mAP or AUC was determined to be 0.95. 

Recall: Recall measures the accuracy of the positive 

cases detected by the system. In the context of 

YOLOv5x, recall can be utilized to evaluate the mod-

el's ability to detect all instances of a particular object 

class in an image according to Kumar, S., et al (2023). 

It can be calculated using Eq. (9). The recall for the 

work was calculated to be equal to 0.97. 

𝑅𝑒𝑐𝑎𝑙𝑙

=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠)
                   (9) 

The TP denote to the numeral of accurate positive de-

tections made by the system, while the False Negatives 

correspond to the numeral of positive detections 

missed by the model. 

The computational outcomes of the work are illus-

trated in Figure 9. The F1-Score value was determined 

to be approximately 0.94, while the precision was cal-

culated to be around 0.90. At a learning rate of 0.5, the 

mAP or AUC was determined to be 0.95. Furthermore, 

the recall for the work was calculated to be equal to 

0.97. From the simulation, it has been determined that 

the proposed work is found to be reliable and accurate. 

ii) Complexity Analysis 

The complexity analysis of drone detection using 

YOLOv5x entails assessing the computational re-

sources necessary to perform object detection on a 

given dataset. This includes measuring the computa-

tional workload per image, the memory consumption 

during processing, and the detection and tracking time 

for drones. Moreover, the analysis involves identify-

ing any processing bottlenecks and optimizing the 

model to reduce computational complexity. Figure 10 
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depicts the detection time required for drones, which 

was found to be shorter than that of previous works in 

the field. For storing the data and instruction cloud 

google collab was used. Furthermore, YOLOv5x's im-

age processing does not require significant memory 

compared to video databases. 

iii)  Security Analysis 

YOLOv5x serves as a powerful tool for real-time ob-

ject detection, extending its capability to both images 

and videos. To bolster the security of the proposed 

work, we meticulously curated a diverse dataset en-

compassing various critical variables, including back-

grounds, lighting conditions, drone types, and other 

essential factors. Subsequently, we applied data aug-

mentation techniques, introducing features like rota-

tion, transformation, scaling, and lighting variations. 

Our integration strategy extends to encompass security 

infrastructure elements, including CCTV cameras, 

alarm systems, and autonomous response mechanisms. 

Moreover, we diligently ensured that our proposed 

system adhered to all relevant regulations pertaining 

to privacy and surveillance.  

iv) Comparison of Proposed Work 

The proposed research has yielded superior results 

compared to the work in the paper Aydin, B., & Singha, 

S. (2023). In this research work, a mAP of 0.95 at a 

learning rate of 0.5 has been achieved. YOLOv5x, 

which employs a lightweight design and ResNet archi-

tecture, outperformed YOLOv5 in drone detection 

speed. YOLOv5x's PyTorch framework and fine-tun-

ing the last layers of the architecture helped to opti-

mize for the customized dataset. The values of the mo-

mentum, learning rate, and batch size are also custom-

ized. The proposed work underwent 200 iterations of 

training on top of reassigned weights for the roboflow 

drone 1 dataset.  

The mAP is calculated 0.95 at a learning rate of 0.5 

which is found to be better compared to the work by 

authors Aydin, B., & Singha, S. (2023). The precision 

is calculated 0.901 for the proposed work which is 

0.01 smaller than the state of art work. The metric re-

call is calculated 0.97 which is much better than the 

work performed by authors Aydin, B., & Singha, S. 

(2023). F-1 score is calculated as 0.94 and for the state 

of art work, it is found to be 0.89. 

Figure 10 represents a comparison of the performance 

of the proposed system and the previous system in 

terms of 4 assessment metrics: precision, recall, F1 

score, and mAP@0.5. We also calculated the AUC 

which is found to be 95.3% but in comparison work, it 

has not been calculated so we are not able to compare 

the AUC metric. 

 

 

Fig 10. Comparison Graph 

5. Conclusion 
 In conclusion, the proposed framework for the detec-

tion of drones using the YOLOv5x deep learning al-

gorithm provides an effective solution for enhancing 

security surveillance systems. The framework lever-

ages a combination of hardware and software compo-

nents, including drones, cameras, and computer sys-

tems, to accurately detect unauthorized drone activity. 

The framework incorporates real-time monitoring ca-

pabilities, allowing for quick and effective responses 

to security threats. The YOLOv5x algorithm is chosen 

due to its high accuracy and low computational cost, 

making it an ideal solution for security surveillance 

systems. The mAP is calculated 0.95 at a learning rate 

of 0.5, precision is 0.901, recall is 0.97, AUC is 95.3, 

and F-1 score is 0.94. 

The proposed framework is designed to be scalable, 

and customizable, enabling easy integration into exist-

ing security systems. It provides a reliable and effec-

tive method for detecting drone activity and enhancing 

the security of critical infrastructure, public events, 

and other sensitive locations.  

Overall, the proposed framework is a valuable contri-

bution to the field of security surveillance, providing a 

comprehensive solution for detecting unauthorized 

drone activity. Further development and customiza-

tion of the framework can be done to meet specific se-

curity requirements. 
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