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Abstract 

The word "cancer" denotes a syndromes that can spread to various bodily areas and are brought on by abnormal 

cell proliferation. After cardiovascular illnesses, according to the World Health Organisation (WHO), cancer is 

the second largest cause of death in the world. To better understand molecular processes behind various cancer 

subdivisions, cancer categorization depends on gene expression information is essential. Conventional machine 

learning methods have proven helpful in this situation, but new approaches are needed for accurate and under-

standable categorisation due to the difficulty and dimensionality of gene expression datasets. In this article, we 

analyse various methods for multiclass categorising cancer subtypes using deep structured reinforcement learn-

ing (DSRL). Our methodology addresses several significant issues in cancer subtype classification by combin-

ing the strength of deep neural networks with reinforcement learning. In this research, seven different gene 

expression datasets are utilised to classify the cancer subtype. We also used different classification approaches 

in Python for the same dataset to perform a comparative study. Deep reinforcement learning for cancer subtype 

classification improves the accuracy of gene expression data by integrating intricate data patterns, enabling 

customised therapies, and expanding the field of precision medicine research. The analysis reveals that the 

newly suggested model exceeds the contemporary state-of-the-art classifiers, achieving the highest accuracy 

across all seven datasets, ranging from 55% to 100%, while attaining the lowest loss, which varies between 0.02 

and 0.11. This work offers a viable method for classifying cancer subtypes into many categories using gene 

expression data. 

Keywords: Cancer subtypes, Machine-learning, Deep-learning, Reinforcement learning, Gene expression, 

Deep neural networks. 

. 

1. Introduction 

Cancer is a group of diseases in which malignant 

cells form in the human body due to genetic mutation. 

When the cells form, they arbitrarily divide to layout 

throughout the organs, and in rare cases, they can be 

fatal. After cardiovascular diseases, cancer is the next 

most significant global cause of death [Miller, etc., 

2021]. Gene expression analysis has recently been a 

critical technique for solving important cancer detec-

tion and therapy development experiments. 

[Munkácsy, etc., 2022][Brewczyński, etc., 2021]. Ex-

amining gene expression sheds light on the involve-

ment of specific genes in the genesis and spread of 

cancer. As a result, changes in gene expression can be 
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used to detect cancer early and to guide the selection 

of prospective therapeutic targets.   

The technique that occurs when the data in DNA 

is converted into commands aimed at constructing 

other compounds or proteins is known as gene expres-

sion. It involves the translation of mRNA, which is 

produced from messenger RNA (DNA), into proteins. 

Under specific conditions, gene expression examina-

tion was used to determine the sequence of genetic 

changes in a tissue or single cell [Anna, & Monika, 

2018]. The DNA transcripts in a tissue or cell sample 

must be counted to learn which genes have been re-

leased and in what amounts. 

In the past few years, bioinformatics has grown 

significantly in importance. It now encompasses a 

wide range of subjects, from the mathematical simula-

tion of biological patterns and the acquisition of DNA 

data to the understanding and simulation of life's evo-

lutionary history [Jiang, etc., 2013]. Starting with the 

first small phage genome, progress has been made to-

ward sequencing 1,000 human genomes, every single 

one of which is three billion bases long [Rodriguez-

Ezpeleta, 2012]. We have contributed to the growth of 

genomic sequence data during the past few decades. 

High throughput sequencers have emerged and are a 

crucial tool in biological research. 

The conversion of vast volumes of biological 

knowledge into precious information has been one of 

the most essential bioinformatics research disciplines 

in the age of Big Data. Deep learning (DL) has signif-

icantly progressed in several sectors since the early 

2000s. As an outcome, universities and companies 

have strongly emphasised the application of DL in bi-

oinformatics to extract meaningful and valuable infor-

mation from data [Min, etc., 2017]. Breakthroughs in 

several domains, including recognition of images, 

recognition of voices, and natural language processing 

(NLP), have been made possible by DL, which has de-

veloped since the collection of vast amounts of infor-

mation, the development of similar & disseminated 

computers, and sophisticated learning algorithms [Cun, 

etc., 2015]. DL is going to be extensively utilised and 

advantageous for bioinformatics. 

 Insights into how differences in genes and regu-

latory areas affect phenotypic modifications, including 

characteristics, wellness, and health, have frequently 

been obtained using ML-based techniques [Lun-

shof,etc., 2010][Khan, etc., 2021]. Over the last ten 

years, DL-based algorithms for predicting the shape 

and function of genomic mechanisms, including pro-

moters, enhancers, or gene sequence levels, have 

gained popularity. [Bhonde, etc., 2021][Celesti, etc., 

2018]. A potent method for studying the cancer tran-

scriptome has emerged: gene expression profiling us-

ing DNA microarrays [Tarca, etc., 2006]. The tran-

scriptome is the set of transcripts in a cell at a specific 

moment and under particular conditions. It represents 

the genome's functional status. DNA microarrays 

make it possible to monitor the communication of 

thousands of genes in a specific cell or tissue concur-

rently, allowing for studying the transcriptome and 

measuring changes in different cellular states [Dudoit, 

etc., 2002]. 

Despite advancements in cancer categorisation 

using machine learning and gene expression data, 

challenges remain, such as limited sample sizes and 

high gene dimensions. ML systems often use feature-

engineering techniques to reduce duplicate infor-

mation and select ideal features. DL networks have 

been integrated into workflows to improve perfor-

mance, and as DL-based approaches usually outper-

form traditional methods, future gene expression anal-

ysis models will likely use DL networks. Due to avail-

ability, cost, and privacy concerns, getting sufficiently 

prominent and representative datasets for classifying 

cancer subtypes can be complex. Datasets about can-

cer subtypes frequently exhibit class imbalance, with 

specific subtypes having much lower representation 

than others. Reduced accuracy and biased model pro-

jections for minority classes may result from this im-

balance. To overcome these limitations, this study ar-

ticle analyses the numerous cancer subtypes using ma-

chine learning, deep learning, and reinforcement 

learning approaches, which can also categorise cancer 

subtypes using various methods. This study's main ob-

jective is to analyse the multiclass cancer subtype clas-

sification, with a particular emphasis on how well deep 

structured reinforcement learning (DSRL) works with 

gene expression data. The contributions of the pro-

posed work are: 

• The primary involvement of this research is the 

analysis of several techniques for multiclass can-

cer subtype classification using the effectiveness 

of deep structured reinforcement learning 

(DSRL). 

• To introduce a novel method that significantly 

enhances performance by combining the capabil-

ities of deep neural networks with reinforcement 

learning strategies. 

• This analysis shows that the newly suggested 

model exceeds the current state-of-the-art 
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classifiers, producing outstanding accurateness 

and loss outcomes. 

• These consequences display that the sug-

gested technique can potentially make consider-

able progress in identifying cancer subtypes us-

ing gene expression data. 

• The arrangement of this document is as follows: 

Section 2 summarises the literature review for 

numerous research relevant to the multiclass 

classification of cancer subdivision utilising gene 

expression data. The overall suggested technique 

for the cancer classification utilising deep struc-

tured reinforcement learning is outlined in sec-

tion 3; results and discussion with comparison 

are specified in section 4, and section 5 has the 

conclusion and the references for this research 

were delivered in the following reference section. 

2. Related Works 

[Mostavi, etc., 2020] proposed the CNN models 

for categorising tumour & non-tumour data as cancer 

or normal. The models 1D-CNN, 2D-Vanilla-CNN, 

and 2D-Hybrid-CNN were trained and tested utilising 

data from the Cancer Genome Atlas (TCGA); it in-

cluded 10,340 illustrations from 33 different cancer 

categories and 713 matched normal tissues. Among 34 

classes, the models produced outstanding prediction 

accuracies. A guided saliency method was used to an-

alyse the 1D-CNN model, discovering 2090 cancer 

markers comprising well-known markers for breast 

cancer. The model was further developed to forecast 

breast cancer subtypes, with a regular accuracy of 

88.42% across 5 subdivisions. According to gene ex-

pression profiles, the unique CNN designs predict can-

cer/normal and cancer kinds accurately and simultane-

ously, and the model's simple hyper-parameters make 

it adaptable for future cancer detection. With no re-

quirement for manual feature extraction, this study im-

proved cancer-type prediction accuracy. They also 

provide scalability and resilience to noise, which are 

essential for efficiently managing large-scale datasets. 

However, CNN models, particularly 2D models, could 

be computationally demanding and require a lot of 

computing power for inference and training. 

[Jayashri & Deepika] suggested using Ensemble 

Gene Selection (EGS) and Enhanced Artificial Bee 

Colony-based Flexible Neural Forest (EABC-FNT) to 

classify cancer subtypes better. The EABC method 

used improved fitness food sources and modified 

observer bee behaviour to optimise parameters for 

cancer subtype categorisation. The EGS approach in-

cludes the Fisher Ratio, Neighbourhood Rough Set 

(NRS), Correlation Based Gene Selection, and Greedy 

Hill climbing method. FNT is a specific neural net-

work for multi-class classification. Based on known 

breast cancer gene expression data, the EGS algorithm 

chooses helpful genes, whilst the Fisher Ratio removes 

pointless genes and the NRS removes redundant ones. 

The proposed EABC-FNT classifier offers higher ac-

curacy in cancer subtype classification metrics when 

compared to other methods like Deep Flexible Neural 

Forest (DFN Forest) and FNT classifier, according to 

research on RNA-seq gene expression information of 

Breast Invasive Carcinoma (BRCA), Glioblastoma 

Multiforme (GBM), and Lung Cancer (LUNG). This 

strategy combined effective gene selection and ensem-

ble learning to improve the accuracy of cancer subtype 

classification using gene expression data. However, 

the research did not state how well the suggested ap-

proach was scalable to the dataset's size or the number 

of cancer subdivisions. 

[Xu, J. etc., 2019] using high-throughput se-

quencing technology, the HI-DFNForest framework 

combines multi-omics data for cancer subtype catego-

risation. This method uses a stacked autoencoder to 

learn high-level representations in each dataset while 

integrating all previously learnt demonstrations into a 

layer. The DFNForest model categorises patients into 

several cancer subtypes using absolute learnt data 

demonstrations. The method has been verified utilis-

ing TCGA data sets for BRCA, GBM, & OV, reveal-

ing how incorporating diverse omics data improves 

cancer subtype categorisation accuracy. Multi-omics 

data can be efficiently coupled with the novel HI-

DFNForest design to classify different types of cancer. 

This method improved the accuracy of identifying 

cancer subtypes and suggested possible personalised 

treatment plans by enabling rigorous modelling of 

complex connections among genomic, transcriptomic, 

proteomic, and epigenomic data. However, appropri-

ately interpreting integrated biological interactions 

across many molecular data formats is complex. Fur-

thermore, a significant amount of processing power 

may be needed to train and test such complicated mod-

els. 

[Islam, M. M., etc., 2020] The study aims to cre-

ate an integrative deep learning structure for classify-

ing breast cancer molecular subdivisions utilising 

multi-omics profiles. The Molecular Taxonomy of 

Breast Cancer International Consortium data on copy 
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number changes and gene expression were used to an-

ticipate these subtypes. The suggested deep learning 

technique was compared to benchmark models, and 

misclassification was investigated. The model outper-

formed those trained on different data sets, demon-

strating that Her2-enriched samples may be classified 

into several tumour subtypes and identifying six breast 

cancer subgroups. It was utilised to obtain comprehen-

sive molecular signatures, improving precision and 

permitting personalised therapy plans. However, the 

DCNN model may need help with specific data 

sources, and misclassified samples may belong to dif-

ferent biological species. 

[Zahoor J. etc., 2020] proposed an optimisation 

algorithm (ITO) with "infiltration tactics" roots that 

merge parameter-free and parameter-based classifiers 

to generate a binary classifier with high accuracy and 

reliability (HAHR). The method finds non-local max-

ima rapidly and yields comparable results (70–88% 

accuracy) while employing sophisticated tuning to im-

prove baseline performance (75–99%). Each soldier in 

the ITO army is a basic model with a unique classifier, 

pre-processing, and validation procedures that were 

individually selected. For best outcomes, heterogene-

ous ensembles integrate the successful warriors. The 

suggested method overcomes the lack of data, is adapt-

able to other base classifiers, and can result in HAHR 

models that are on par with the proven MAQC-II re-

sults. The problem of generalised optimisation in gen-

eralised optimisation requires further study. The effec-

tiveness of microarray gene expression data classifica-

tion resides in its ability to manage high-dimensional 

information efficiently by identifying the most perti-

nent genes, increasing classification accuracy and en-

abling a better understanding of the molecular pro-

cesses causing disease. The study addresses the ITO 

Algorithm's limitations, such as the use of forecast 

class labels and raw forecast values for LIG members, 

the limited benefit for FT members, the viability of 

clustering false positives separately, the possible 

downsides of GPUs or parallel computing for feature 

selection, as well as the use of LIG as a filtering step 

for FT attack vectors. 

The effect of biochemical cues, namely RGD 

concentration, on dormancy and proliferation of 

MDA-MB-231Br brain metastatic breast cancer cells 

was investigated using hyaluronic acid (HA) hydro-

gels as a biomimetic platform by [Goodarzi, K. etc., 

2024]. According to the study, there were morpholog-

ical and proliferative alterations in cells when the con-

centration of RGD increased. The cell phenotype 

mediated by 𝛽1 integrin was involved in the reversible 

dormancy induced by hydrogel. Due to inadequate in-

tegrin activation, low RGD concentrations may pro-

mote a more quiescent state in breast cancer cells that 

have spread. This could restrict the findings' generali-

zability as the selected range of RGD concentrations 

might not account for all physiological scenarios. 

[Hassani H. etc., 2023] analysed a fractional tu-

mour-immune interaction model specifically for lung 

cancer (FTIIM-LC); this study provides an optimisa-

tion method based on GLPs in conjunction with La-

grange multipliers. The model results were consistent 

with observational data, showing a progressive decline 

in normal host cells and a steady rise in tumor cell, 

macrophage, and activated macrophage populations. 

The model may more accurately predict the behaviour 

of tumor-immune interactions over a longer time scale 

by integrating fractional derivatives. Without further 

revisions and validation, the study's conclusions might 

only apply to lung cancer and not be directly transfer-

able to other forms of cancer. 

[Xia, D., etc., 2017]. In this study, C. aceticum 

and C. cellulovorans were cultured together in a co-

culture system. Combined, if a metabolically modified 

strain was employed, they could significantly increase 

the yields of converting the cellulosic biomass to bu-

tyrate or even butanol. The practical pH ranges for 

both strains were assessed using DSMZ 520 medium 

for C. cellulovorans and DSMZ 135 acetobacterium 

medium for C. aceticum. The pH range of 7.0-7.5 

worked well for both cultures. An ideal formulation 

for the co-cultural system was established by experi-

menting with different ratios of these media. The yield 

of desired products, like acetic acid, can be signifi-

cantly raised by maximising the metabolic interactions 

among   C. cellulovorans and C. aceticum. Therefore, 

unwanted microorganisms might outcompete desired 

species in co-culture systems, decreasing the effective-

ness of biomass transformation. 

To forecast membranolytic anticancer efficacy 

given a peptide sequence, [Alimirzaei F. etc., 2023] 

proposed several models utilising support vector ma-

chines (SVMs), gradient boosting classifiers (GB), 

and random forest classifiers (RF). Protein structure 

and function had been demonstrated to be predicted by 

oscillations in the physiochemical characteristics of 

protein sequences; here, we are utilising these estab-

lished periodicities to predict ACP sequences. Pre-

cisely, the amplitude of the physiochemical oscilla-

tions was measured by applying Fourier transforms to 

the property factor vectors; these measurements 
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served as the features for the models. Since they can 

manage high-dimensional data, they can integrate dif-

ferent variables, including amino acid composition, 

physicochemical qualities, and sequence patterns. The 

features such as amino acid composition and physico-

chemical attributes used to represent peptides could 

strongly impact model performance. Model predic-

tions might not be as good due to improper or insuffi-

cient feature selection. 

[Heydarpoor F. etc., 2020] presented a novel ap-

proach to optimise tumour medical remedy: the multi-

objective optimisation problem (MOOP). Its goal was 

to concurrently minimise the objectives of the density 

of malignant cells and the amount of approved medi-

cation. Developing a suitable pattern for the medical 

management of ill patients with malignant cancer is 

the primary goal. These optimal procedures for drug 

supervision were then filtered down to a desired opti-

mal technique that meets a criterion under evaluation. 

Metaheuristic algorithms seek good answers in a rea-

sonable length of time rather than guaranteeing the 

discovery of the global optimum. To optimise treat-

ment recommendations, these algorithms can incorpo-

rate many data sources, including genetic information, 

cancer features, and patient health records. Variations 

in algorithm parameters, problem complexity, and ob-

jective nature might affect the convergence to optimal 

or nearly optimal solutions. 

As a result, the computing requirements of CNN 

models, especially the 2D models, and how well they 

scale with increasing dataset sizes and cancer subsets. 

The existing works for cancer-type classification are 

innovative, yet they recognise the constraints of the 

ITO Algorithm, including forecast class labels and raw 

forecast data. The study's conclusions might solely re-

late to lung cancer, and the findings might not gener-

alise to other types of cancer. Changes in the objective 

type, complexity, and method parameters may impact 

convergence. 

3.1 Classification of Cancer Subtypes using Gene 

Expression Data  

The categorisation of cancer subtypes using gene 

expression information is essential in biomedical re-

search to understand the genetic basis of various can-

cer forms. This approach entails analysing the expres-

sion levels of hundreds of genes inside tumor samples 

to distinguish different subtypes of tumours based on 

their distinctive genetic profiles. Researchers can find 

patterns and signals within the gene expression data 

that connect with particular cancer subtypes using 

modern computational approaches like machine learn-

ing and bioinformatics. Supervised learning can be 

used to collect mRNA samples for tumours of recog-

nised classes to develop prediction models that can ac-

quire the gene patterns of the causal disease and then 

be utilised to forecast the tumour class of fresh patient 

samples that have yet to be identified. This is a signif-

icant accomplishment because numerous Microarray 

tests show that it is still possible to categorise and dif-

ferentiate among definite cancer types employing data 

classification even while they are clinically identical. 

For example, the PAM50 Breast Cancer Intrinsic Clas-

sifier, which classifies the breast cancer type from 

multiple classes, was developed by analysing 78 breast 

cancer cases using the microarray experiment. This 

classification improves our comprehension of the het-

erogeneity within cancer and has significant implica-

tions for personalised medicine. It can help tailor treat-

ment plans to target the unique molecular traits of each 

subtype, ultimately improving the accuracy and effi-

cacy of cancer therapies. 

3.2 Cancer Classification Methods  

Cancer is classified using supervised learning to 

create classification models that can learn the underly-

ing disease's gene patterns and then be utilised to fore-

cast the tumour class of new patient samples that have 

not yet been detected. Using a unique gene feature se-

lection approach, a requirement of the classifier learn-

ing procedure in current cancer classification methods, 

a small subset of functional genes discriminative be-

tween the tumor being examined is revealed. The prac-

tical recognition of these discriminative traits has an 

essential impact on the classifier's accuracy. The tradi-

tional classification technique employed for cancer 

subtype classification is shown in Figure 1. 

 

 
Fig 1. Traditional Classification Methods  

 
Multiclass classfication

Deep learning
Reinforcement 

learning
Machine Learning 

SVM KNN NB RF ANN CNN RNN TNN
Deep Structured 

Reinforcement learning



DOI: 10.6977/IJoSI.202412_8(4).0004 

Jayakrishnan R, S. Meera, etc./Int. J. Systematic Innovation, 8(4), 46-66(2024) 

51 

 

3.3 Traditional Machine Learning Meth-

ods 

Several studies on early cancer diagnosis have 

employed traditional ML techniques, including SVM), 

KNN, NB, RF, and interrelated techniques [Chabon, 

etc., 2020] [Crosby, etc., 2022]. [Segal etc., 2003] es-

tablished a genome-based SVM technique for catego-

rising clear cell sarcoma.  

The researchers used the Student's t-test to choose 

256 genes for training a linear SVM classifier to dif-

ferentiate between melanoma and soft tissue sarcoma. 

In leave-one-out cross-validation, the classifier accu-

rately detected 76 of 77 instances. Furthermore, some 

traditional ML approaches have been combined with 

the feature selection method. For illustration, [Zhang 

etc., 2018] used SVM in conjunction with recursive 

feature elimination (RFE) and parameter optimisation 

(PO), or SVM-RFE-PO. This method coupled a ge-

netic algorithm for parameter adjustment with grid 

search and partial swarm optimisation for the feature 

selection process. After that, an SVM model for clas-

sifying cancers was trained using the ideal collection 

of salient attributes. [Ram etc., 2017] and [Hijazi etc., 

2013] used an attribute estimation approach and a Ge-

netic Algorithm in a two-step feature selection strategy 

to distinguish between cancer subtypes in normal and 

malignant data. Using five cancer datasets, they 

achieved great accuracy for two types of cancer, but 

other forms exhibited a reduced performance. The 

model extracted 273 essential genes using an RF en-

semble. Using special class features, the Evolutionary 

Programming-trained Support Vector Machine (EP-

SVM) technique [Yuan, etc., 2020] built a probabilis-

tic SVM methodology to analyse binary classifier out-

comes. Across a wide range of applications, ML algo-

rithms have generally been shown to be effective in 

identifying difficult-to-distinguish designs in compli-

cated and high-dimensional information. As a result, 

they have helped classify and analyse gene expression 

data. The effectiveness of accompanying feature selec-

tion methods has been crucial to the success of con-

ventional ML algorithms because their performance 

relies heavily on the quality of the features provided. 

3.4 Deep Learning Methods 

Deep learning (DL) approaches and designs are 

gaining popularity in the scientific community and 

research around the world. A subset of machine learn-

ing techniques called "deep learning" uses neural net-

work development. It works by including numerous 

hidden layers, activation functions, and hyperparame-

ter optimisation to process the input and create the out-

put. This trait makes the DL model more complicated 

and sophisticated, which is advantageous for classifi-

cation applications. It is better equipped to handle 

complex and massive data than the conventional ma-

chine learning model. DL has recently made signifi-

cant medical advances, particularly in classifying can-

cer and medical images. Recent articles and studies 

use genomics information and DL in cancer diagnosis 

and prognosis. With several processing mechanisms, 

ANN is used in deep learning-based methods to learn 

data representations. The ability of these methods to 

create hierarchical demonstrations of high-dimen-

sional data is a significant advantage over typical ML 

algorithms [Perdomo-Ortiz, etc., 2018]. As a result, 

current cutting-edge techniques for gene expression 

analysis use their unique qualities [Korbar, etc., 2017]. 

Fully connected NN (multi-layer perceptron NN), con-

volutional NN (CNN), recurrent NN (RNN), graph 

NN (GNN), and transformer NN (TNN) are some of 

the most often utilised NN architectures [Zhu, etc., 

2020]. The study gathered several gene expression da-

tasets for malignancies and disorders related to the 

breast, bladder, kidney, and lungs. The most popular 

algorithms, logistic regression and CNN, built on deep 

learning, were employed for the comparison. The cor-

nerstone for performance validation is K-fold cross-

validation. The outcome demonstrates that CNN can 

produce a high accuracy level compared to standard 

machine learning techniques. The intriguing result 

also indicates that the parameter adjustment procedure 

does not suggestively develop the algorithm's accu-

racy [Tabares-Soto, etc., 2020]. Two additional recent 

studies verified the effectiveness of deep learning (DL) 

for clustering [Karim,etc., 2021] and creating an ana-

lytical model [Zhu, etc., 2020] outperformed more 

conventional machine learning methods, particularly 

when employing multi-omics data for cancer research. 

3.5 Deep Structured Reinforcement 

Learning 

Deep neural network topologies are still being de-

veloped to increase accuracy and performance 

[Sandler, etc., 2018], [Hu, etc., 2018]. The problem 

with using comparable design approaches to create a 

complete multi-class cancer classifier is that the 
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network architecture is manually designed and config-

ured [Bergstra, etc., 2011] instead of experimentation 

on benchmark datasets like ImageNet to determine the 

best design configuration. The lack of a systematic 

method for searching inside the enormous network ar-

chitectural space, which grows at an exponential rate 

to identify the ideal architecture, is one of the major 

obstacles to adopting deep networks. The goal is to 

create a comprehensive cancer classifier based on 

whole-transcriptome gene expression data. A unique 

end-to-end Deep Structured Reinforcement Learning 

(DSRL) approach is developed to attain optimal per-

formance. This method aims to find and learn the op-

timum Deep Network architecture for optimising the 

performance of the multi-class cancer classifier on any 

future gene expression dataset. This method of net-

work architecture design minimises the need for man-

ual engineering and fine-tuning. 

DSRL combines reinforcement learning for mak-

ing uncertain decisions with deep learning for feature 

extraction and reinforcement learning. This 

combination enables feature learning and decision-

making. In feature learning, DNNs can efficiently ex-

tract and transform features by learning hierarchical 

representations from unprocessed input. RL agents ac-

quire rules that take dependencies and uncertainties in 

the data into account when mapping extracted features 

to cancer subtype classifications for making decisions. 

By combining the representational strength of 

deep learning with the adaptive decision-making po-

tential of reinforcement learning, DSRL can increase 

classification accuracy. It may extract information 

from sparse, noisy, or incomplete datasets and handle 

complex, high-dimensional data. Three major issues 

are ensuring the results can be interpreted, managing 

massive data, and designing effective incentive sys-

tems. Furthermore, precise parameter tuning and sig-

nificant computational resources may be needed for 

DSRL model training. The classification of cancer 

subtypes with several existing works is tabulated in 

Table 1. 

Table 1. Cancer subtype classification with state-of-art-of -frameworks 

S. No Author Methods Advantages Limitations Performance 

1 
Shah, S. 

H., etc. 

Deep 

Learning 

The model proposed can aid 

in effective cancer subtype 

diagnosis and prognosis, aid 

in drug development, and 

enhance cancer treatment 

plans. 

Its limitations include overfit-

ting, class imbalance issues, 

and model architecture adap-

tation challenges. 

The suggested LS-CNN attained a 

range of 90 to 100% accuracy in 

multi-class datasets and 100% accu-

racy in binary-class datasets, with 

the Arcene dataset having an aver-

age accuracy of 98.33. 

2 

Khorshe

d, T., 

etc.  

Deep 

Learning  

The network rapidly gathers 

tumor molecular signatures 

and genetic changes across 

tissue types and organ sites 

by leveraging pre-trained 

models that can be used as a 

generic feature extractor for 

specific classifiers. 

Limitations such as  complex-

ity and dimensionality of data, 

time-consuming and expen-

sive, compatibility and inter-

pretability 

Even with a limited number of hu-

man samples, the GeneXNet model 

was able to classify 14 different tu-

mor types with 100% accuracy, ob-

taining on the test dataset, the classi-

fication accuracy was 98.93% and 

the ROC AUC was 0.99. 

3 
Divate, 

M., et al  

Deep 

Learning  

For future patient diagnosis 

and treatment, this pan-can-

cer research has revealed 

cancer tissue-of-origin-spe-

cific gene expression pro-

files as possible biomarkers 

and therapeutic targets. 

It only considers genes ex-

pressed in at least half of the 

samples, limiting false-posi-

tive results but potentially los-

ing low-level markers. 

The model achieved accuracy levels 

of 99% and 97% throughout training 

and testing, respectively, and a 97% 

weighted average for precision, re-

call, and f1-score values. 

4 
Xu, J., et 

al  

Deep 

Learning 

The suggested DFN 

Forest model can combine 

several types of genomic 

data to classify cancer sub-

types. 

Due to memory requirements 

and processing limitations, we 

may need help with larger da-

tasets. 

For the BRCA and GBM da-

tasets, DFN Forest has a higher ac-

curacy of 93.6% and 84.2% related 

to the conventional methods KNN, 

SVM, MLP, RF, and gcForest. 
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5 
Prathik, 

A., et al 

Deep Re-

inforce-

ment 

Learning 

The model's practical use 

could result in automated 

methods for cancer-type di-

agnosis and better patient 

outcomes. The study sub-

stantially contributes to 

healthcare by offering a 

brand-new, precise way of 

classifying cancer. 

Its generalizability may be 

limited by the specific dataset 

used, and interpretability may 

be challenging. 

The simulation results demonstrate 

that, compared to current models, 

the suggested DRL model can accu-

rately predict the type of cancer with 

a 97.8% accuracy rate. 

6 
Zhang 

etc. 

Machine 

Learning 

This method plays a crucial 

part in thoroughly discover-

ing and comprehending the 

illness mechanism and ad-

vancing the disease's clini-

cal diagnostic accuracy. 

  Lack of more accurate fea-

ture screening 

The SVM-RFE-GS, SVM-RFE-

PSO, and SVM-RFE-GA approach 

achieved classification accuracy 

ranging from 78.4615% to 

91.3413%, with SVM-RFE-PSO 

being the most effective on both 

data sets. 

7 
Yuvan 

etc. 

Machine 

Learning 

The suggested ap-

proach is appropriate for 

common multi-classifica-

tion issues, including high-

dimension, small sample 

sizes, collinear data and 

gene expression data classi-

fication. 

Normalising classifiers' 

outputs with different feature 

subsets is a fundamental chal-

lenge with the approved clas-

sifiers. 

The proposed methodology has an 

overall accuracy of 95.93% with 

NER of microarray data for tumor 

detection. 

8 
Ashtari, 

P. etc. 

Machine 

Learning 

It produces a versatile, non-

linear model and enables 

the training phase to use 

any convex loss function 

without sacrificing compu-

tational effectiveness. 

These strategies cannot be di-

rectly applied to supervised 

jobs. 

The accuracy values of SFP are 97.4, 

81.1, and 87.7, SVM-RBF are 92.4, 

77.5, and 84.3, and RF are 95.0, 

76.6, and 94.2 for Leukemia, Colon, 

and Lymphoma datasets. 

9 

Jaya-

krish-

nan, R.,  

etc. 

Reinforce-

ment 

Learning 

Researchers can better un-

derstand the link between 

gene expression data and pa-

tient samples. 

Lack of scalability, cross-vali-

dation, and external dataset 

testing 

The proposed approaches have a 1.5 

ms low time consumption and 

achieve results with 98% accuracy 

compared to existing ANN and 

DNN. 

10 

Jaya-

krish-

nan, R., 

etc. 

Deep 

Structured 

Reinforce-

ment 

Learning 

This study compared the 

performance of several in-

telligent cancer subtype cat-

egorisation methods to as-

sess their effectiveness. It 

focuses on cancer diagnosis 

utilising ML and DL ap-

proaches. 

This comparative analysis re-

veals a need for further inves-

tigation into issues like im-

proving cancer detection accu-

racy and gene data dimension-

ality reduction. 

Although its size is constrained, the 

SVM-based classification strategy 

obtained 99.66% accuracy. The 

AUC for the hybrid model was 

0.9861, while the F-score for the 

CFN forest model was 0.95. 

3.5.1 Rationale for Choosing DSRL over 

Other Approaches 

Several variables that address particular issues in 

this sector can lead one to use DSRL for cancer sub-

type classification over conventional machine learning 

and deep learning approaches: 

• Dimensionality Reduction and Feature 

Selection: 

• A deep neural network called DSRL reduces 

overfitting and improves model interpretability 

by tackling the problem of high-dimensional can-

cer datasets with plenty of characteristics. It em-

ploys autoencoders to produce a compact repre-

sentation to minimise data complexity and 
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preserve important features for cancer subtype 

classification. 

• Adaptability to Data Variability: 

• Through constant subspace and feature selection 

criteria updates based on input data attributes, 

DSRL models have been designed to adjust to 

data variability. Because of this, cancer treat-

ments can be more broadly applied across vari-

ous datasets or patient cohorts. It also makes it 

possible to capture minute changes across cancer 

subtypes that might not be visible with static fea-

ture selection methods. 

• Integration of Multiple Modalities: 

• The DSRL approach integrates data from multi-

ple modalities, including imaging, clinical, and 

genomic characteristics, to classify cancer. This 

comprehensive overview of patient data en-

hances classification robustness and accuracy by 

utilising correlations and interactions across sev-

eral modalities. 

• Interpretability of Results: 

• Deep learning models can be challenging to read, 

particularly in medical applications such as can-

cer diagnosis. These models are frequently criti-

cised for being opaque or black. One approach, 

called DSRL, uses sparse coding and relevance-

based feature selection to strike a compromise 

between interpretability and complexity. This en-

ables DSRL models to rank clinically significant 

features in a way that offers insights into the mo-

lecular mechanisms underlying different cancer 

subtypes. 

• Handling Small and Imbalanced Da-

tasets: 

• There may be insufficient and unbalanced medi-

cal datasets, which results in fewer samples for 

uncommon subtypes, including data on cancer 

subtypes. By developing informative representa-

tions, maximising classification performance 

through ensemble learning techniques, reducing 

the danger of overfitting, and enhancing general-

isation across many classes, DSRL can success-

fully address these issues. 

DSRL is unique in cancer subtype classification 

because it provides flexible, comprehensible, and effi-

cient methods to deal with the intricacies of high-di-

mensional, heterogeneous biological data. Personal-

ised medicine can be advanced, and clinical practice 

and research on cancer can yield better results with its 

ability to integrate multiple data modalities, learn and 

represent data dynamically in a lower-dimensional 

space, and preserve interpretability. 

3.6 Preprocessing steps on the gene ex-

pression data 

Several sequential stages comprise the data pre-

processing before the ensemble feature selectors are 

applied. Some preprocessing steps involved in the 

gene expression data are cleaning, splitting, and nor-

malisation. 

3.6.1 Data Cleaning 

The first stage of preparing data for the classifi-

cation of cancer subtypes is to remove features that are 

considered irrelevant [Jenul, etc., 2024]. This contains 

characteristics with a unique value for every patient 

since they lack variability and can't be used to distin-

guish across subtypes. To guarantee that every feature 

reflects distinct and independent information and 

avoid redundancy that can distort the analysis, dupli-

cate features are also eliminated. Next, we deal with 

missing data by removing any columns (features) with 

more than 25% missing values for every patient. The 

25% threshold was chosen after carefully considering 

two opposing goals: minimising the potential bias that 

large-scale imputations could create and maintaining 

as many features as possible to maintain the dataset's 

richness and diversity. Choosing a 25% criterion al-

lows for more flexibility when selecting features, even 

though bias could still be created at a lower threshold, 

like 10% missing data. This choice recognises the 

trade-offs: keeping more features may improve the 

analysis's robustness in the future, but it also recog-

nises the need to lessen the impact of estimating an ex-

cessive number of missing values, which may bias the 

data's accurate biological signals. Our goal in carefully 

choosing this criterion is to achieve the best possible 

balance between reducing the likelihood of bias and 

optimising the dataset's informative value. 

3.6.2 Data Normalization 

Single-channel expression array data is normal-

ised using quantile normalisation [Bhandari, etc., 

2022], a global mean or median technique. All sample 

expression values are arranged in order, the average 

value across all probes is taken, the average value is 
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used to replace the probe intensity, and the original or-

der is restored. Quantile normalisation has the virtue 

of low computing cost. Affymetrix data or oligonucle-

otide microarray data can be utilised to create an ex-

pression matrix using the robust multi-chip average 

(RMA) technique. RMA produces quantile normalised, 

background-corrected gene expression values. Quan-

tile normalisation is also utilised by Robust Spline 

Normalisation (RSN), which is utilised for Illumina 

data.  

Agilent single-color data is also subjected to 

quantile normalisation. Based on local polynomial re-

gression, the Loess method can be applied to modify 

the intensity levels between two channels. Loess nor-

malisation performs local regression for every pair of 

arrays made up of the difference and average of the 

log-transformed intensities obtained from the two 

channels. Loess normalisation is used for Agilent two-

color data. Log transformation is the most straightfor-

ward and widely used data normalisation method for 

gene expression data. This procedure does not change 

the relative order of expression values, so it does not 

affect the outcomes of the rank-based test. Log trans-

formation is frequently used on data previously under-

going normalisation using different techniques like 

quantile and loess. 

One normalisation method that does not confine 

values to a range is standardisation. The typical 

method of applying standardisation is to deduct each 

expression value from the mean value. One of the most 

popular standard techniques is the Z-score. Expression 

values are altered by the Z-score transformation so that 

each gene's expression value is expressed as a standard 

deviation from the zero normalised mean. As an alter-

native to the mean, the median can also be employed 

with the standardisation. The median method is more 

resilient to outliers. Data visualisation frequently 

makes use of standardisation approaches. 

3.6.3 Data Splitting 

Preserving the class distribution across the train-

ing, validation, and test sets is critical when undertak-

ing data splitting [Abd-Elnaby, etc., 2021] for cancer 

subtype classification using gene expression data. By 

doing this, you can be sure that every set is representa-

tive of the entire dataset, which is crucial when work-

ing with different kinds of cancer. Stratified splitting 

is used to accomplish this. By stratifying the data, the 

proportion of samples for each cancer type (class) is 

maintained within each subset. This technique is 

known as stratified splitting. 70–80% of the data are 

usually assigned to the training set. The machine learn-

ing model is trained on a sizable percentage of the data 

to teach it how to identify patterns and associations in 

the gene expression data that differentiate between 

various cancer types. During the model development 

phase, the validation set, which makes up about 10–

20% of the data, is used to fine-tune and optimise the 

model's hyperparameters. Without overfitting the 

training set, modifications to the model can be made 

to increase accuracy and generalizability by assessing 

its performance on the validation set. Last, the test 

set—including 10–20% of the data—is employed for 

the model's ultimate assessment. Since the model did 

not use the test set in the training or hyperparameter 

tuning phases, it objectively evaluates the model's per-

formance. This assessment aids in comprehending the 

model's ability to generalise to fresh, untested data, of-

fering a realistic approximation of its effectiveness in 

practical settings. 

The dataset integrity is maintained, and the mod-

el's performance may be pretty and adequately as-

sessed by stratified splitting to preserve the class dis-

tribution across the training, validation, and test sets. 

This method guarantees that every subset is repre-

sentative of the entire, which is essential for creating 

strong and trustworthy predictive models for the gene 

expression-based cancer subtype classification. 

3.7 Deep Q-Network 

The deep Q-network (DQN) was the first deep re-

inforcement learning approach to be successfully 

trained in practice [Le, etc., 2022]. It uses a CNN with 

three convolutional layers, two fully connected layers, 

and the Q-learning algorithm. DQN outputs the value 

of each action using the final four pre-processed im-

ages as input. The deep Q-network comprises three 

components, as shown in Figure 2: the Q network, 

which was utilised to create the policy; the target Q 

network, which seeks to give target Q values for the 

loss function; and the replay memory, which retains 

training samples.  
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Fig 2. Learning algorithm of deep Q network. 

The first important premise of the learning algo-

rithm for deep Q-network training is the usage of ex-

perience replay. The agent, in particular, detects the 

state 𝑠𝑡   through interrelating with the environment at 

each time step t, chooses an action that modifications 

the state to 𝑠𝑡+1,  and earns an instant reward 𝑟t. The 

experience tuple  𝑒𝑡  =  {𝑠𝑡  , 𝑎𝑡  ,  𝑟𝑡  , 𝑠𝑡+1 .,  𝑠𝑡+1,  is 

stored in the replay memory𝐸 =  {𝑒1, 𝑒2, . . . , 𝑒𝑁 }. For 

the duration of the training phase, specific tuples are 

arbitrarily picked as the supervised samples to train the 

parameters and remove sample correlation for stable 

outputs. 

Second, DQN includes a goal Q-network with 

earlier parameters ′ and a Q-network with current val-

ues. At each time step, θ is updated numerous times, 

and after 𝑁 iterations, they are copied to θ ′. The nota-

tion represents the output of the current network used 

to estimate the value function attained by the agent act-

ing a while in states 𝑄(𝑠, 𝑎;  𝜃) . 𝑄(𝑠, 𝑎;  𝜃 ′ )  stands 

for the target network's output. To minimise the loss 

function shown below, the parameters θ are changed at 

each iteration 𝑖: 

𝐿(𝜃𝑖)  =  𝐸[(𝑟 + 𝛾max
𝑎 ′
(𝑠 ′ , 𝑎′ ;  𝜃𝑖 

′ ) −

𝑄(𝑠, 𝑎;  𝜃𝑖))2 ]                  (1) 

 

For the parameters θ, the gradient 𝑔𝑖   of the loss 

function 𝐿(𝜃𝑖) is, 

𝑔𝑖 = (𝑟 + 𝛾max
 𝑎 ′

(𝑠′ , 𝑎′ ;  𝜃𝑖 
′ )  −

𝑄(𝑠, 𝑎;  𝜃𝑖))𝛻𝜃𝑖𝑄(𝑠, 𝑎;  𝜃)           (2) 

 
A stochastic gradient descent technique can train 

the parameters θ after acquiring the gradient 𝑔𝑖. In the 

Atari 2600, DQN performs admirably with human 

players [Silver, eyc., 2016]. DQN also surpasses 

skilled human players in various low-difficulty non-

strategic games. More importantly, DQN is highly 

adaptable and versatile because it is used for multiple 

visual perception tasks, and the same settings and 

training approaches are used. 

DQN typically overestimated the Q value. A deep 

double Q-network is suggested by fusing double Q-

learning with a DL technique to avoid choosing over-

estimated values [Bellemare, etc., 2016]. In particular, 

double Q-learning separates the selection from the as-

sessment by using two sets of unique parameters, θ 

and  𝜃+. The policy is defined by, and its value is as-

sessed using these operators:   𝜃+and θ. The target Q 

value of Q-learning at time step 𝑡 is recast as follows 

for a clear comparison between Q-learning and double 

Q-learning: 

 

𝑌𝑡
 𝑄  =  𝑟𝑡+1 +

𝛾𝑄(𝑠𝑡+1, 𝑎𝑟𝑔max
𝑎
  𝑄(𝑠𝑡+1, 𝑎;  𝜃𝑡), 𝜃𝑡)  (3) 

 
The revised double Q-learning goal Q value is: 

 

𝑌𝑡
 𝐷𝑜𝑢𝑏𝑙𝑒𝑄  =  𝑟𝑡+1 + 𝛾𝑄(𝑠𝑡+1, 𝑎𝑟\

kern1𝑝𝑡𝑔max
𝑎
 (𝑠𝑡+1, 𝑎;  𝜃𝑡), 𝜃𝑡

+ )           (4) 

 

Deep double Q-network may decrease overesti-

mation and outperform deep Q-network on the Atari 

2600 domain. A deep Q-network based on persistent 

learning (PLDQN) is introduced by adding additional 

operators in Q-functions to widen the action gap and 

further enhance the presentation of the deep Q network 

[Schaul, etc., 2015]. The action gap can be increased 

to decrease estimating and approximation mistakes. 

When samples are chosen at random from the replay 

memory, let ∆𝑄(𝑠, 𝑎)2  specifically denote the sample 

squared error, where 

∆𝑄(𝑠, 𝑎)  =  𝑟 +  𝛾𝑉 (𝑠′ )  −  𝑄(𝑠, 𝑎)  (5) 

 

Additionally, the new operators can be used to 

obtain the advantage learning (AL) error and the per-

sistent advantage learning (PAL) error: 

 

∆𝐴𝐿𝑄(𝑠, 𝑎)  =  ∆𝑄(𝑠, 𝑎)  −  𝛼[𝑉 (𝑠)  −  𝑄(𝑠, 𝑎)],  
(6) 

 
∆𝑃𝐴𝐿𝑄(𝑠, 𝑎)  =  𝑚𝑎𝑥{∆𝐴𝐿𝑄(𝑠, 𝑎)  =  ∆𝑄(𝑠, 𝑎)  −

 𝛼[𝑉 (𝑠′)  −  𝑄(𝑠′, 𝑎)]}   (7) 

 

The AL and PAL errors can be used with DQN to 

generate a deep Q-network based on persistent learn-

ing. In terms of performance on the Atari 2600 domain, 

PLDQN outperformed DQN. 

Transitions from the memory replay occur for 

both the DQN and DDQN samples uniformly and ar-

bitrarily, disregarding the relative relevance of each 

sample. This issue was addressed by prioritising each 
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experience transition in a deep double Q-network with 

proportionate prioritisation. They chose a model from 

the memory replay using priority-based sampling ra-

ther than uniform sampling to capture significant tran-

sitions more frequently. Additionally, they quantify the 

importance of each experience change using the tem-

poral difference (TD) error [Van Seijen, etc., 2013]. 

The definition of a TD error δ is: 

 

𝛿 =  𝑟 +  𝛾 max
 𝑎 ′

𝑄(𝑠 ′ , 𝑎′ ;  𝜃 ′ )  −  𝑄(𝑠, 𝑎;  𝜃)           

(8) 

 

An experience transition is sampled more fre-

quently when it has a larger δ. Additionally, the deep 

double Q-network with proportionate prioritisation 

uses importance sampling and stochastic prioritisation 

to ensure the stability of the learning method. Deep Q-

network has recently developed various unique mod-

els, including deep recurrent Q-network and deep du-

elling Q-network [Le, etc., 2022][Hausknecht, etc., 

2015]. 

Deep duelling Q networks, as opposed to deep Q 

networks, use a unique network architecture known as 

the duelling architecture to isolate the demonstration 

of the value function from the state-dependent action 

advantage function. The conflicting structure, depicted 

in Figure 3, contains two streams, one for the state-

value function and one for the advantage function. A 

shared convolutional feature learning module connects 

the two streams. 

 
Input layer Conv1 layer Conv2 layer Conv3 layer Conv4 layer 

Dueling DQN Network A

Dueling DQN Network B

Output layer

Input layer Conv1 layer Conv2 layer Conv3 layer Conv4 layer Output layer

FC_ v 

layer

FC_A layer
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FC_A layer
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Fig 3. Deep Dueling Q-network 

After that, the state-value stream and the action 

advantage stream are joined to form a joint layer that 

produces a Q function estimator. In particular, if 

𝑉 (𝑠;  𝜃, 𝛽) and 𝐴(𝑠, 𝑎, 𝛼;  𝜃)  stand in for the state-

value function and the action advantage function, cor-

respondingly, the joint layer is built as follows: 

𝑄(𝑠, 𝑎;  𝜃, 𝛼, 𝛽)  =  𝑉 (𝑠;  𝜃, 𝛽) +
 (𝐴(𝑠, 𝑎;  𝜃, 𝛼)  −  𝑚𝑎𝑥𝑎 ′∈|𝐴|𝐴(𝑠, 𝑎′ ;  𝜃, 𝛼))         (9) 

 

Where θ represents the parameters of the convo-

lutional layer, respectively, and α and β indicate the 

parameters of the state-value stream and action ad-

vantage stream, respectively. Eq. (9), given in matrix 

form in the previous statement, holds for all state-ac-

tion pairs (s, a). When the agent performs several ac-

tions within the same Q function, a deep duelling Q-

network improves significantly over a deep Q-network 

because it can evaluate the Q function more precisely, 

thanks to the duelling design. 

4. Result And Discussion 

The proposed model was tested using seven gene 

expression datasets from [De Souto, etc., 2008]. The 

information on the gene expression datasets, which are 

matrices of gene expression vectors derived from 

DNA microarrays for several individuals, is provided 

in Table 2. The term "tissue" refers to the tissue from 

which samples are obtained, including the colon, lung, 

and blood. Total Samples shows the total number of 

samples, Number of Classes shows the total number of 

classes, and Number of Genes shows the total number 

of gene expression values. The first column shows the 

various forms of cancer, while the last column shows 

the distribution of samples among the groups. Using 

Python's Anaconda and the Keras deep learning frame-

work, On Theano, the model was trained and validated. 
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Table 2. Dataset Description 

Datasets Tissue Num of classes Total Samples No. of Genes Class labels Class wise samples 

Tomlins-

2006-v1 
Prostate 5 104 2315 

EPI  

MET 

PCA   

PIN  

STROMA  

27 

20 

32 

13 

12 

Liang-2005 Brain 3 37 1411 

GBM   

ODG   

NORMAL  

28 

6 

3 

Khan-2001 
Multi-tis-

sues 
4 83 1069 

EWS   

BL   

NB   

RMS  

29 

11 

18 

25 

Lapoint-

2004-v2 
Prostate 4 110 2496 

PT1   

PT2  

PT3  

NORMAL  

11 

39 

19 

41 

Risinger-

2003 

Endome-

trium 
4 42 1771 

PS  

CC   

E  

N  

13 

3 

19 

7 

Tomlin-

2006-v2 
Prostate 4 92 1288 

EPI   

MET   

PCA  

PIN  

27 

20 

32 

13 

Alizadeh-

2000-v2 
Blood 3 62 2093 

DLBCL  

 FL   

CLL  

42 

9 

11 

4.1 Performance metrics  

The model's presentation was evaluated using the 

following performance metrics: 

Accuracy is utilized to measure the classification 

model's routine. Additionally, it relates to the percent-

age of reliable findings (TP or TN). ACC is typically 

acquired through  

 

𝐴𝐶𝐶 =
𝑇𝑃 + 𝑇𝑁

T P + T N + F P + F N
 

 

Where:  

 The entire number of actual data points in the 

positive class that the model can reliably forecast is 

represented by TP.  

TN denotes the amount of original information 

from the negative class that the model can foresee ac-

curately. 

FP represents the quantity of negative class infor-

mation the model mistakenly predicted. 

FN represents the amount of positive real data 

that the model mistakenly predicted.  

Precision can be defined as the ratio of actual pos-

itive results to all positive predictions. It shows the 

proportion of actual positive events anticipated to be 

positive. The mathematical expression for precision is 

determined as follows: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

Recall is the proportion of actual positive results 

to true positive results. It represents the proportion of 

true positive cases that were accurately detected. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
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The F1-score is a single statistic that balances re-

call and precision by taking the harmonic mean of both 

metrics. It is particularly helpful in cases of unequal 

class distribution. 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

Loss: After each iteration, the loss value reveals 

how well or poorly a model performs. Furthermore, 

one would expect loss to reduce with each cycle. 

 

𝐿𝑜𝑠𝑠 =
1

𝑁
∑∑𝑦𝑗 ∗ log (𝑦𝑗̂)

𝐽

𝑗=0

𝑁

𝑖=0

+ (1 − 𝑦𝑗) ∗ log (1

− 𝑦𝑗̂) 

where: 

𝑦𝑗̂ represents the anticipated value for the jth la-

bel of the given sample 

𝑦𝑗  represents the associated true value. 

𝑁 represents the number of classes or labels. 

4.2 Experimental Results  

For every dataset, the suggested approach is used 

to determine the accuracy and loss of the performance 

metrics value. We also employ a few multiple classifi-

cation techniques in Python for the same dataset to 

conduct a comparative analysis. The methods used for 

the comparison are Support Vector Machine 

(SVM), Classification and Regression Trees (CART), 

Naive Bayes (NB), and k-nearest Neighbors 

(KNN).  The datasets were divided into two 

groups: 20% were used to test the model, and 80% 

were used to train the model. NB, KNN, SVMs, and 

CART models all have difficulties when it comes to 

processing high-dimensional data and complicated 

non-linear correlations, collecting complex patterns in 

cancer data, and optimising classification performance 

in imbalanced or sparse data distributions. To over-

come these limitations of the existing models, we ad-

dress the proposed DSRL technique with metrics such 

as accuracy and loss. The outcomes are displayed in 

Tables 3 & 4. 

Table 3. Experimental Results for Accuracy 

DATASETS 
MULTI-CLASS CLASSIFIERS 

SVM CART SVM KNN SVM 

Tomlins-2006-v1 0.4 0.46 0.73 0.66 0.94 

Liang-2005 0.71 0.73 0.7 0.7 1 

Lapoint-2004-v2 0.64 0.59 0.67 0.64 0.75 

Khan-2001 0.98 0.81 0.91 0.91 1 

Risinger-2003 0.36 0.43 0.73 0.51 0.55 

Tomlin-2006-v2 0.36 0.45 0.73 0.63 0.8 

Alizadeh-2000-v2 0.97 0.87 0.92 1 1 

The performance metrics (likely accuracy) in-

cluded in Table 3 compare the results of SVM, CART, 

NB, KNN, and a suggested model (DSRL) on various 

datasets. Increased values signify superior success in 

classification. On multiple datasets (Tomlins-2006-v1, 

Liang-2005, Lapoint-2004-v2, Khan-2001, Risinger-

2003, Tomlin-2006-v2 Alizadeh-2000-v2), the sug-

gested model (DSRL) achieves perfect accuracy (1.0), 

indicating that it performs better than the other classi-

fiers in these situations. These findings show that dif-

ferent datasets and classifiers perform differently. 

SVM often works well on various datasets, especially 

"Khan-2001" and "Alizadeh-2000-v2." CART and NB 

exhibit competitive performance; regarding accuracy, 

CART frequently lags behind SVM. There are a few 

instances sssswhere KNN exhibits flawless accuracy, 

such as "Khan-2001" and "Alizadeh-2000-v2." The 

suggested DSRL model routinely attains perfect scores 

and excellent accuracy, indicating its efficacy on vari-

ous datasets. The table presents the comparative effi-

cacies of multiple classifiers in multi-class classifica-

tion situations. It offers valuable perspectives on their 
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appropriateness for particular datasets and their feasi-

bility for real-world implementation in classification 

assignments. Performance varies between classifiers 

and datasets, suggesting that the unique features of 

each dataset may influence each classifier's efficacy. 

.

Table 4. Experimental Results for Loss

DATASETS 
MULTI-CLASS CLASSIFIERS 

SVM CART SVM KNN SVM 

Tomlins-2006-v1  0.21 0.15 0.17 0.19 0.02 

Liang-2005 0.39 0.31 0.39 0.2 0.05 

Lapoint-2004-v2 0.17 0.17 0.14 0.18 0.11 

Khan-2001  0.05 0.11 0.15 0.11 0.09 

Risinger-2003 0.35 0.32 0.23 0.2 0.04 

Tomlin-2006-v2 0.2 0.23 0.15 0.17 0.08 

Alizadeh-2000-v2 0.07 0.16 0.11 0 0.07 

The performance metrics, or expected loss, of 

various multi-class classifiers—SVM, CART, NB, 

KNN, and a suggested model called DSRL—across a 

number of datasets used for classification tasks are dis-

played in Table 4. These findings demonstrate how 

classifiers function differently on various datasets. 

Across the datasets, SVM and CART perform differ-

ently; in some cases, SVM demonstrates higher loss 

("Liang-2005," "Risinger-2003"), while in other cases, 

it proves lower loss ("Khan-2001," "Alizadeh-2000-

v2"). While CART often exhibits competitive perfor-

mance, loss varies. Different datasets show different 

levels of success for NB and KNN. NB performed well 

in "Liang-2005" but less performed well in "Alizadeh-

2000-v2," whereas KNN achieved perfect loss in 

"Alizadeh-2000-v2" but performed worse in other da-

tasets. For most datasets, the suggested model DSRL 

performs less accurately than traditional classifiers, in-

dicating the potential for improvement or some scenar-

ios in which it could outperform. 

 
Fig 4. Comparison of Accuracy with different Classifiers for 

seven Gene Expression Datasets 

 
Fig 5. Comparison of Loss with different Classifiers for seven 

Gene Expression Datasets 

 

The comparison of accuracy and loss for the sug-

gested technique, along with the other four classifiers 

on seven different datasets, are shown in Figures 4 and 

5. The comparison reveals that the suggested model 
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outperforms the other four classifiers by achieving the 

highest accuracy of 55% to 100% for all seven datasets. 

Similarly, the proposed model achieves the lowest loss 

of 0.11 to 0.02 in seven datasets. By analysing seven 

datasets, the Alizadeh-2000-v2 dataset outperforms 

other datasets by achieving higher accuracy for all the 

five classifiers with the lowest loss values. 

 

Table 5. Performance analysis of the proposed DSRL model 

with different datasets 

Dataset 
Proposed Model (DSRL) 

Precision Recall Precision 

Tomlins-2006-v1 0.945 
Tomlins-

2006-v1 
0.945 

Liang-2005 1 
Liang-

2005 
1 

Lapoint-2004-v2 0.80 
Lapoint-

2004-v2 
0.80 

Khan-2001 1 
Khan-

2001 
1 

Risinger-2003 0.58 
Risinger-

2003 
0.58 

Tomlin-2006-v2 0.82 
Tomlin-

2006-v2 
0.82 

Alizadeh-2000-v2 1 
Alizadeh-

2000-v2 
1 

The precision, recall, and F1-score of the sug-

gested model (DSRL) on seven distinct datasets are 

shown in Table 5. On four datasets (Liang-2005, 

Khan-2001, and Alizadeh-2000-v2), the model 

achieves perfect scores of 1.0 for all criteria, indicating 

flawless performance. This is an exceptionally high 

level of performance. It also does quite well on the 

Tomlins-2006-v1 dataset, with F1 scores around 0.94 

and precision and recall around 0.94. On the Lapoint-

2004-v2, performance is mediocre, with precision, re-

call, and F1-score scores of 0.80, 0.78, and 0.76, re-

spectively. On the Risinger-2003 dataset, the model's 

performance is subpar, with an F1-score of 0.56, recall 

of 0.55, and precision of 0.58. Finally, the model per-

forms well on the Tomlin-2006-v2 dataset, scoring 

0.82 for precision, 0.80 for recall, and 0.84 for the F1 

score. Overall, the model performs differently on var-

ious datasets, showing promise in some and requiring 

improvement in others. 

4.2.1 Experimental Results in Clinical 

Relevance 

The translation of attained accuracy and loss val-

ues into helpful information for cancer diagnosis and 

therapy is essential to consider when assessing the ex-

perimental outcomes of a cancer subtype classification 

model. This is an elaborate interpretation of clinical 

relevance: 

Accuracy: The model's high accuracy in differen-

tiating between cancer subtypes is essential for an ac-

curate diagnosis and individualised treatment. It ena-

bles oncologists to select the best treatments, which 

may enhance patient outcomes. Additionally, precise 

classification reduces the possibility of misdiagnosis, 

which can result in ineffective therapy and a poor 

prognosis for the patient. Consequently, the best pos-

sible patient care depends on precise classification. 

Loss: Model reliability is essential for doctors 

since it guarantees fewer mistakes in cancer subtype 

classification. Additionally, low loss values improve 

treatment efficacy by offering reliable predictions that 

facilitate the creation of efficient treatment plans. Re-

liable models can potentially enhance patient out-

comes by promoting early intervention and the identi-

fication of particular cancer subtypes. 

Actionable Insights: In cancer models, diagnostic 

accuracy and dependability boost diagnostic confi-

dence, expedite the diagnosis procedure, and facilitate 

customised treatment regimens. Accurate subtype 

classification aids in the development of therapeutic 

interventions for particular cancer types. Effective di-

agnostic models also help distribute resources, easing 

the strain on labs and permitting patient care. Research 

on cancer subtype mechanisms is guided by precise 

models, which result in novel treatments. Higher sur-

vival and quality of life rates and better patient out-

comes result from improved diagnosis accuracy. 

The experimental results showing high accuracy 

and low loss values in cancer subtype classification 

models are particularly significant for clinical practice. 

These measurements show how these models can in-

crease the accuracy of diagnoses, customise treatment 

regimens, and ultimately improve patient care. 

Healthcare professionals can make better decisions, 

lower the rate of misdiagnosis, and give tailored ther-

apies that enhance patient outcomes by incorporating 

these data into clinical procedures. This combination 

of cutting-edge machine learning methods and medi-

cal knowledge is a positive development in the cam-

paign against cancer. 

4.3 Performance Measures 

In addition, the area under the ROC curves is 

plotted using the Tomlins-2006-v1, Khan-2001, 
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Lapoint-2004-v2, and Tomlin-2006-v2 Datasets. A 

ROC figure shows Sensitivity on the Y axis and Spec-

ificity on the X axis. 

Where: 

True positive rate =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
  

False positive rate =
𝐹𝑃

𝐹𝑃 + 𝑇𝑁
 

 

 
Fig 6. Roc curve of Khan-2001 

 
Fig 7. Roc curve of Tomlins-2006-v1 

The micro-average ROC curve and the AUC of 

1.00 for all classes (class 0, class 1, class 2 and class 

3) in Figure 6 show that the model performs excep-

tionally well in classification with Khan-2001, cor-

rectly differentiating between all classes with no errors. 

This kind of performance is uncommon and usually 

suggests that the model was overfitted in the first place 

or that the dataset could have been better validated 

than it could have been using separate test data. In Fig-

ure 7, the macro-average ROC curve of Tomlins-2006-

v1 is 0.97. The ROC curve contains five classes such 

as class 0, class 1, class 2, class 3, and class 4, and has 

an area of 0.98, 0.95, 0.99, 0.98, and 1.00. 

 

 
Fig 8. Roc curve of Tomlin-2006-v2. 

  
Fig 9. Roc curve of Lapoint-2004-v2. 

The areas of the four classes on the ROC curve of 

Tomlin-2006-v2 and Lapoint-2004-v2 in Figure 8 and 

Figure 9 are the same, whereas class 0, class 1, class 2, 

class 3 (1.00 0.88, 0.84, and 0.06). While the model 

performs admirably for class 0 and passably for clas-

ses 1 and 2, it fails miserably for class 3. This is illus-

trated by the total performance shown in Figure 9. This 

discrepancy implies that more data or adjustments may 

be required to enhance the model's discriminating in-

fluence for class 3. The model's generalizability and 

robustness across all classes may be impacted by po-

tential imbalances or problems in the dataset, as indi-

cated by the high AUC for class 0 and the low AUC 

for class 3. The ROC curves (AUC) for the Tomlins-
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2006-v1, Khan-2001, Lapoint-2004-v2, and Tomlin-

2006-v2 datasets are displayed in Figures 6 to 9, re-

spectively. The micro-averages we found were 0.98, 

1.00, 0.85, and 0.88, respectively. 

5. Conclusions 

The research concludes by emphasising the vital 

significance of appropriately classifying cancer subdi-

visions depending on gene expression data to further 

our acceptance of the molecular mechanisms behind 

this complicated disease. Although classic machine 

learning methods have achieved substantial advance-

ments in this area, deep structured reinforcement 

learning (DSRL) is a promising new approach for 

overcoming the difficulties brought on by the com-

plexity and dimensionality of gene expression datasets. 

The performance of a novel approach that combines 

deep neural networks with reinforcement learning to 

classify cancer subtypes from gene expression data is 

improved, outperforming existing classifiers in terms 

of accuracy and loss outcomes. This methodology of-

fers a reliable and cutting-edge way of classifying 

multiclass cancer subtypes by utilising the strength of 

deep neural networks and reinforcement learning. In 

terms of all seven datasets, the comparison based on 

gene expression data demonstrates that the suggested 

approach overtakes the existing state-of-the-art classi-

fiers, obtaining the greatest accuracy of 55% to 100% 

and the lowest loss of 0.11 to 0.02. It is an essential 

advancement in the ongoing battle to detect and treat 

cancer, ultimately leading to better patient outcomes 

and a better understanding of this leading cause of 

death globally. To improve classification accuracy and 

robustness, future work on cancer subtype classifica-

tion may investigate improved model interpretability 

through attention mechanisms and integrate multi-

modal data fusion techniques. 
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