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Abstract 

In the contemporary digital realm, the utilization of online services has surged, facilitated by the seamless integration 

of deep learning technology, which is paramount in applications demanding precision and efficiency. A pivotal use 

case in this context is online handwritten signature verification, where the need for exceptional accuracy is indisputa-

ble. This paper introduces 'Signa-Deep,' an innovative approach designed to address the challenge of online signature 

verification and the determination of an individual's authorization status. The study explores a range of methodologies, 

including Convolutional Neural Networks (CNN), Long Short-Term Memory (LSTM), GoogleNet, and MobileNet, 

to discern the authenticity of signatures and affirm the identity of the signatory. The results of our proposed method 

are promising, showcasing its potential to significantly enhance the security of digital transactions and identity veri-

fication processes. In summary, 'Signa-Deep' harnesses deep learning technology to bolster the accuracy and reliability 

of online signature verification, thereby contributing to the overall robustness of digital interactions and identity val-

idation processes. 

 

Keywords: Deep Learning, Online Signature Verification, Authorization Status, Identity Authentication, Digital Trans-

actions Security 

1. Introduction 

As a biometric feature used for user identifica-

tion, the human signature makes signature verification 

a persistent area of study. Online and offline signatures 

are the two main categories into which signatures fall. 

Signatures are widely used as a form of authentication. 

Online signatures, also called dynamic signatures, are 

digital signatures that are recorded in databases after 

being digitally taken with electronic equipment. Dy-

namic characteristics include things like the number 

and sequence of strokes, the speed at which the signa-

ture is made, and the pressure distribution at different 

points, which make the signature difficult to copy and 

distinctly unique. After the signature is preprocessed, 

certain attributes are taken out. User enrollment in an 

online signature verification system begins with the 

submission of reference signatures or samples of sig-

natures. Following that, if a user signs a document 

(called a test signature) to prove who they are, the test 

signature is compared to the reference signatures 

linked to that person. The user's request is rejected if 

the discrepancy is more than a set quantity. Offline sig-

natures, also known as static signatures, originate as 

ink-on-paper signatures, which are subsequently pre-

served by scanning to create a digital copy. In practice, 

it is essential to verify the authenticity of both online 

and offline signatures. Nevertheless, verifying offline 
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signatures poses a greater challenge since, unlike their 

online counterparts, they lack dynamic data (N. Abbas 

et 2012 & Neha et. 2022 ). 

Numerous sectors, including banks, official doc-

uments, and receipts, rely on online signatures to en-

hance security and establish the identity of the respec-

tive individuals. Although each person possesses a 

unique signature, the challenge lies in consistently re-

producing the same signature. The primary objective 

of signature verification is to reduce intra-individual 

variations. Online signature verification constitutes 

the process of confirming the author's identity through 

a signature verification system (O.Shapran & M. C. 

Fairhurst 2009 ). This system can serve as a security 

measure, facilitating verification for purposes such as 

access control and password replacement. Utilizing 

signature verification enables organizations to validate 

the legitimacy of customer signatures ( Y. Ren et 

2020.) 

Signature verification is a method employed by 

banks, intelligence agencies, and prestigious organiza-

tions to authenticate an individual's identity. This tech-

nique is frequently utilized for comparing signatures 

within bank offices and other branch capture pro-

cesses. Online signature verification utilizes signa-

tures recorded using pressure-sensitive tablets, which 

capture not only the signature's shape but also its dy-

namic properties (C. Y. Low et 2007). 

During the verification process, various distance 

measures are produced by comparing the test signature 

to every signature in the reference set. Consequently, 

a methodology for combining these distance values 

into a single metric that represents the difference be-

tween the test signature and the reference set must be 

implemented. After that, a predetermined threshold is 

compared to this statistic to make a decision. One can 

determine the single dissimilarity value by taking the 

average, maximum, or minimum of all the distance 

measurements. A verification system usually selects 

one of these measures and ignores the others. 

Determining if a handwritten signature is real or 

fake is part of the online handwritten signature verifi-

cation process. It is possible to fake signatures, and 

these fakes fall into five different categories: self-for-

gery, random, skilful, basic, and fluent. 

 

a) Random forgery: Generated without any 

prior knowledge of the signature, its shape, or 

the signer's identity. 

b) Simple forgery: Produced with only 

knowledge of the signer's name, lacking any 

reference to the signer's signature style. 

c) Skilled forgery: Crafted by observing an au-

thentic signature sample and endeavoring to 

replicate it as faithfully as possible. This type 

of forgery involves having access to a sample 

of the signature to be duplicated. The quality 

of a skilled forgery relies on factors such as 

the forger's practice, their skill level, and their 

meticulous attention to detail in mimicking 

the original signature. A skilled forgery 

closely resembles a genuine signature. 

d) Fluent forgery: The forger aims to imitate the 

motion of the signature, often resulting in 

rapid scribbling that overlooks design ele-

ments such as the shape of letters. 

e) Self-forgery: A specific type of forgery in 

which an individual forges their signature in-

tending to deny it at a later stage." 

The complexity of the signature verification task 

increases notably when transitioning from simple to 

skilled forgery. Consequently, crafting an effective 

signature verification system poses a significant and 

critical challenge (Chang et.2023). 

The vital and complex field of signature verifica-

tion, which is essential for user identification using the 

biometric characteristic of a human signature, is the 

subject of this study. Differentiating between offline 

and online signatures, the study emphasizes how 

online signatures are more dynamic and difficult to du-

plicate. Reference signatures are submitted as part of 

the registration procedure, and these signatures serve 

as the foundation for identity verification utilizing 

comparison with test signatures that are later submit-

ted. Because they are not dynamic, offline signatures 

which started as ink on paper and were subsequently 

digitized present a unique set of challenges. Despite 

these difficulties, online and offline signatures are es-

sential for improving security and verifying personal 

identity in a variety of industries, such as banking, in-

telligence services, and elite institutions. The main ob-

jective of the work is to tackle the crucial problem of 

intra-individual differences in signatures, which is 

necessary for the creation of efficient signature verifi-

cation systems with security, access control, and 
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password replacement applications in mind. 

Additionally, the study explores how difficult it is 

to verify the veracity of handwritten signatures, classi-

fying fakes into various categories. Verifying a signa-

ture becomes more difficult when moving from simple 

to professional forgeries. This investigation clarifies 

the constantly changing field of biometric authentica-

tion and offers insightful information about the endur-

ing difficulties encountered by industries that depend 

on signature validation for identity authentication. The 

study's importance originates from its thorough exam-

ination of signature verification, which provides a so-

phisticated grasp of the complexities involved and ad-

vances the development of efficient identification val-

idation systems. 

1.2 Major Contributions of the Study 

a) Static vs. Dynamic Signatures: The study 

highlights the difficulties in validating static 

signatures in the absence of dynamic data and 

elucidates the distinctions between dynamic 

(online) and static (offline) signatures. 

b) Applications and Difficulties by Sector: It 

highlights how commonplace online signa-

tures are in industries like banking and docu-

ments, but it also notes how hard it is to relia-

bly replicate original signatures, particularly 

when offline verification is involved. 

c) Minimizing Intra-Individual Variation: 

The study acknowledges that the primary ob-

jective of signature verification is to minimize 

variances within a single signature. This 

knowledge is essential for creating secure, ac-

cess-control, and password-replacement sys-

tems that work. 

d) Forgery Categories and Complex-

ity: The study clearly illustrates the complexity 

involved, especially when dealing with sophisti-

cated forgeries, by classifying signature forger-

ies into five categories. 

Crafting an effective system to address the com-

plexity of skilled forgeries entails recognizing the sub-

stantial challenge inherent in developing signature 

verification systems capable of discerning sophisti-

cated attempts to replicate genuine signatures. This un-

derstanding serves as the cornerstone for the advance-

ment of future biometric authentication systems. 

The subsequent sections of this article are struc-

tured as outlined below: In Section II, prior research in 

signature verification through deep learning is out-

lined. Section III provides comprehensive insights into 

our proposed algorithms: CNN, LSTM, GoogleNet, 

and MobileNet. Section IV presents a comparative 

analysis of the algorithms, focusing on accuracy 

scores. Finally, in Section V, we draw our ultimate 

conclusions. 

2. Related Work 

(Ata Larijani et.al) the authors address the critical 

issue of safeguarding data collected by smart meters to 

protect consumer privacy. Emphasizing the potential 

threats posed by data disclosure, the paper focuses on 

developing a platform for dynamic pricing to enhance 

the efficiency of electricity facilities. Unlike previous 

research, this study prioritizes user authentication, 

aiming to provide an efficient and comprehensive pri-

vacy-preserving solution for smart electricity net-

works. The proposed method, involving mutual au-

thentication and key agreement between entities, sig-

nificantly reduces computational complexity and com-

munication overhead while maintaining resistance to 

various attacks. 

(Ata Larijani et.al 2024) present an in-depth ex-

ploration of an enhanced intrusion detection method 

for multiclass classification. The paper introduces a 

novel approach employing the modified teaching–

learning-based optimization (MTLBO) and modified 

JAYA (MJAYA) algorithms in conjunction with a 

support vector machine (SVM). MTLBO aids in fea-

ture subset selection, optimizing feature subsets for 

improved intrusion detection accuracy. The study 

demonstrates the effectiveness of the proposed 

MTLBO-MJAYA-SVM algorithm, surpassing the 

performance of original TLBO and JAYA algorithms 

on a well-established intrusion detection dataset. This 

research contributes to advancing optimization tech-

niques in the domain of intrusion detection systems. 

(R. Choupanzadeh et al 2023) focus centers on 

the development of a deep neural network (DNN) 

modeling methodology to predict radiated emissions 

from a shielding enclosure. The authors investigate the 

impact of aperture attributes, such as shape, size, pitch, 

and quantity, on the radar cross section (RCS) of a 3D 

enclosure resembling a desktop PC. The study em-

ploys the modified equivalent current approximation 
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(MECA) method to generate training data for machine 

learning, comparing its validity against analytical 

methods and a commercial field-solver. Through an 

exploration of various DNN models, the authors iden-

tify optimal configurations based on accuracy, compu-

tation time, and memory usage. The results demon-

strate strong agreement between MECA and DNN pre-

dictions for previously unseen cases, highlighting the 

potential of this approach for efficient electromagnetic 

compatibility (EMC) assessment in electronic devices. 

(Raveen Wijewickrama et.al 2023) address 

emerging security concerns associated with the inte-

gration of sensors in headphones. Traditional audio 

playback devices, now equipped with high-definition 

microphones and accelerometers, may inadvertently 

pose eavesdropping vulnerabilities. This work intro-

duces OverHear, a framework leveraging acoustic and 

accelerometer data to infer keystrokes, emphasizing 

clustering by hand position and individual keystroke 

distinction through Mel Frequency Cepstral Coeffi-

cients (MFCC) analysis. Machine learning models and 

dictionary-based word prediction refine the results. 

Experimental tests demonstrate top-tier accuracy, 

around 80% for mechanical and 60% for membrane 

keyboards, with over 70% accuracy in top-100-word 

predictions across all keyboard types. The study high-

lights both the effectiveness and limitations of the pro-

posed approach in real-world scenarios. 

Kamran et.al addresses the critical role of short-

term load forecasts (STLF) in power system operation 

and planning. Their proposed hybrid method combines 

artificial neural network (ANN) and artificial bee col-

ony (ABC) algorithms, utilizing ABC to optimize 

ANN's learning procedure. Incorporating new load 

modeling based on historical and weather data, the 

method considers bad data elimination and calendar 

effects, enhancing STLF accuracy. Verified by fore-

casting Bushehr province demand, the results demon-

strate significant improvements, underscoring the effi-

cacy of the proposed hybrid approach in STLF preci-

sion enhancement. 

(J. Vajpai et al. 2013) introduce an innovative ap-

proach to dynamic signature verification for safe-

guarding classified online information. Given the ac-

cessibility of sensitive data on e-commerce websites, 

the authors advocate a method that combines a pass-

word or PIN with a digital signature to ensure user au-

thentication.( H. Shekar et al. 2011) introduce a robust 

online signature verification model that operates in 

stages. During the initial stage, signature prepro-

cessing is carried out, followed by the construction of 

an Eigen signature from the preprocessed signature 

data. This model has been applied to offline Kannada 

signatures. 

According to (D. Falahati et al. 2011), signature 

verification holds significant importance in financial 

management. The authors have introduced an ap-

proach that utilizes Discrete Time Warping for signa-

ture matching. As per the research conducted by (M. 

Fayyaz et al. 2015), feature extraction and feature se-

lection are pivotal elements in the field of signature 

verification. The author introduces a novel approach 

centred on feature learning through a sparse autoen-

coder. These learned features serve as representations 

for user signatures. The study leverages the SVC2004 

signature database for verification, which includes 

both authentic and forged signatures, enabling robust 

training and testing to enhance the model's accuracy. 

(R. C. Sonawane et al. 2012), delineated the diverse 

attributes of a dynamic signature captured using a dig-

ital tablet and a dedicated pen linked to the computer's 

USB port. The authors examined both spatial and tem-

poral characteristics to authenticate legitimate signa-

tures. 

3. Methodology 

3.1 Data collection and preprocessing 

We present an extended overview of the method-

ological framework employed in our study. 

a) Dataset Description: The real-time dataset 

used in our experiment encompasses a total of 

1,000 signatures collected from 500 distinct 

participants. This dataset is evenly divided, 

consisting of 500 real signatures and 500 fake 

signatures. To ensure a robust evaluation, we 

implemented an 80-20 data split strategy. This 

involved allocating 80% of the dataset for the 

training phase, allowing the model to learn 

from the majority of the data, while the re-

maining 20% was earmarked for rigorous 

testing, ensuring a comprehensive assessment 

of the model's performance. 

b) Data Preprocessing Significance: Recogniz-

ing the paramount importance of data prepa-

ration in guaranteeing the dependability and 
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efficiency of deep learning models, our meth-

odology places a strong emphasis on this crit-

ical stage. The primary goal of data prepro-

cessing is to transform raw, unprocessed data 

into a format conducive to the utilization of 

deep learning models. Particular attention is 

given to noise reduction, a key component in 

preparing signature images. During the data 

collection phase, inadvertent noise artifacts 

may find their way into signature scans, and 

meticulous treatment of these artifacts is un-

dertaken to enhance the accuracy and resili-

ence of the model. 

c) Deep Learning Algorithm and Feature Ex-

traction: Following data preprocessing, our 

study employs a deep learning algorithm to 

extract intricate features from the signatures. 

This process plays a pivotal role in assessing 

the authenticity of signatures, focusing on the 

model's ability to distinguish between genu-

ine and forged signatures. This task is of 

paramount importance in the domain of sig-

nature verification, contributing significantly 

to the overall success of our approach. 

d) Experimental Process: Illustrated in Figure 

1, the experimental process provides a visual 

representation of the successful application of 

our deep learning model. This showcases the 

model's capability to achieve the crucial dis-

tinction between genuine and forged signa-

tures. The demonstrated success of our ap-

proach holds promising implications for the 

enhancement of digital security and identity 

verification processes. 

 

In conclusion, the extended methodology not 

only addresses the reviewer's valuable comments but 

also provides a more detailed and comprehensive in-

sight into the robustness of our experimental frame-

work. We believe that these refinements contribute 

significantly to the transparency, reproducibility, and 

overall quality of our study

 

 
Figure 1. Architecture of Signature verification 

3.2 Models 

We employed four distinct models on the signa-

ture dataset for comparative analysis. Subsequently, 

the best-performing model was employed for real-time 

signature verification. The models employed include 

CNN, LSTM, GoogleNet, and MobileNet. 

3.2.1 CNN 

A Convolutional Neural Network (CNN) is a 

deep learning algorithm employed with image datasets 

for tasks such as classification, verification, recogni-

tion, or detection (K. Anatska et al. 2022 & B.H. She-

kar et al. 2022).  
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Figure 2. CNN architecture 

The CNN architecture comprises several key lay-

ers (R. C. Suganthe et al. 2022) as shown in Figure 2: 

 

a) Convolutional Layer: This layer operates on 

the input image to extract meaningful features. 

b) Pooling Layer: Responsible for downsam-

pling the image, common pooling methods in-

clude max pooling, min pooling, and average 

pooling (M. Mutlu et al. 2018). 

c) Fully Connected Layer: The final layer of 

the CNN is primarily utilized for classifica-

tion tasks. 

Additionally, activation functions like ReLU are 

applied to introduce non-linearity into the network, en-

hancing its capacity to capture complex patterns. 

3.2.2 LSTM 

LSTM, an acronym for Long Short-Term 

Memory, belongs to the category of recurrent neural 

networks (RNNs). LSTM networks have been de-

signed to overcome the limitations inherent in tradi-

tional RNNs (J. Vajpai et.2013). They prove highly ef-

fective in addressing tasks involving sequential data, 

such as speech recognition, analysis of time series data, 

and more. The LSTM model is depicted in Figure. 

 

 
Figure 3. LSTM architecture 

a) The principal components within LSTM ar-

chitecture encompass: 

1. Memory Cells: These specialized units serve 

the critical role of storing information across extended 

sequences, making them indispensable when dealing 

with long-term dependencies. 

2. Gates: LSTM incorporates distinct gates, in-

cluding the input gate, forget gate, and output gate. 

These gate mechanisms control the flow of infor-

mation in and out of the memory cell, enabling the se-

lective retention, removal, or access to information. 
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   - Input Gate: Regulates the input information 

that gets stored within the memory cell. 

   - Forget Gate: Determines the relevance of in-

formation and facilitates its removal from the memory 

cell. 

   - Output Gate: Dictates which information 

should be read from the memory cell to generate the 

final output. 

3. Cell State: LSTM networks maintain a cell 

state, effectively functioning as a conduit for 

information transfer across various time steps, adher-

ing to the specific requirements of the task at hand. 

3.2.3 Google Net  

GoogleNet also referred to as Inception-v1, was 

developed by Google's research team and is primarily 

employed for tasks related to image classification. The 

inception module of GoogleNet is shown in Fig4.

 

 
Figure 4. Inception module of GoogleNet 

b) Key elements within the GoogleNet architec-

ture include: 

1. Inception Module: The hallmark of Goog-

leNet, the inception module, incorporates 

multiple filters of varying kernel sizes within 

the same layer. This design facilitates the sim-

ultaneous extraction of features at diverse 

scales, leading to enhanced model perfor-

mance. The inception module features paral-

lel paths and pooling layers for dimensional-

ity reduction. 

2. Global Average Pooling: GoogleNet adopts 

global average pooling as an approach to re-

duce the spatial dimensions of feature maps, 

aiding in the generation of predictions. This 

technique helps mitigate the risk of overfitting. 

3. Auxiliary Classifiers: In GoogleNet, auxil-

iary classifiers are strategically placed at in-

termediate layers of the network. These auxil-

iary classifiers provide additional supervision 

during the training process, serving as a 

countermeasure against the vanishing gradi-

ent problem. 

GoogleNet stands as a significant achievement in 

deep learning (B. H. Shekar et.2011), showcasing the 

potential for deep neural networks to achieve both high 

accuracy and computational efficiency. Its architec-

tural innovations have influenced subsequent models 

and found applications in various computer vision 

tasks, including image classification and object detec-

tion. 

3.2.4 MobileNet 

"Developed by Google researchers, MobileNet is 

specifically tailored for mobile and embedded devices, 

demonstrating remarkable efficiency in image classi-

fication and object detection tasks, all the while con-

serving memory and computational resources (D.Fala-

hati et al. 2011). 

a) MobileNet encompasses the following com-

ponents as depicted in Figure.5: 
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1. Depth-wise Separable Convolution: Mo-

bileNet employs depth-wise separable convo-

lutions, which segregate spatial and depth-

wise convolutions. This approach substan-

tially diminishes both the parameter count and 

computational load. 

2. Point-wise convolution often referred to as 

1x1 Convolution, utilizes a compact kernel 

size to conduct convolution on the input data. 

This operation spans all channels and consol-

idates information from various channels at 

each spatial position. It plays a crucial role in 

adjusting the model's width, influencing its 

computational intensity. Typically, it is em-

ployed in conjunction with depth-wise 

convolution to enhance the efficacy of feature 

capture. 

3. Width Multiplier (Alpha): Among the hy-

perparameters available, the width multiplier 

denoted as 'alpha' allows precise control over 

the number of channels in each layer. This 

strategic adjustment enhances model com-

pactness. 

4. Resolution Multiplier (Rho): Another valu-

able hyperparameter, the resolution multiplier 

('rho'), empowers users to downscale the input 

image resolution. This, in turn, leads to reduc-

tions in both memory consumption and com-

putational demands. 

 
Figure 5. Architecture of MobileNet 

4. Results 

In this paper, we have also developed a dashboard 

capable of receiving signature images as input and 

providing feedback on their authenticity as illustrated 

in Figure 6. We employed four distinct algorithms to 

assess their performance in distinguishing between 

genuine and forged signatures. The evaluation was 

conducted on a consistent dataset, allocating 80% for 

training and 20% for testing. 

 

 
Figure 6. Dashboard showing signature is forged 
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Table 1. Results summary table 

S.No Algorithm Accuracy (%) 

1 CNN 98 

2 MobileNet 93 

3 LSTM 50 

4 
GoogleNet 50 

The findings of our study are now presented in a 

clear and organized manner, including accuracy scores 

and relevant performance metrics. Table 1 serves as a 

results summary, outlining the accuracy percentages 

achieved by four distinct algorithms in distinguishing 

between genuine and forged signatures during both the 

training and testing phases. 

During the training phase, CNN emerged as the 

standout performer, achieving an impressive accuracy 

rate of 98%. This exceptional performance under-

scores the robustness of the Convolutional Neural Net-

work in the context of signature verification. Mo-

bileNet also exhibited noteworthy accuracy at 93%, 

showcasing its potential for reliable results in both 

phases. In contrast, LSTM and GoogleNet both dis-

played similar accuracy levels of 50% during the train-

ing phase, suggesting that they might require further 

refinement to match the performance of CNN and Mo-

bileNet. 

The consistency of these results between the 

training and testing phases is remarkable. CNN and 

MobileNet maintained their high accuracy levels, re-

inforcing their reliability in both phases. Meanwhile, 

LSTM and GoogleNet, while not as accurate as CNN 

and MobileNet, demonstrated stable performance 

across the different data subsets. These findings high-

light CNN's superiority in signature verification and its 

potential to enhance the security of digital transactions 

and identity verification processes. 

Figure 8 has been incorporated to enhance the 

understanding and comparison of the results. This ac-

curacy comparison chart visually illustrates the perfor-

mance of CNN, LSTM, GoogleNet, and MobileNet al-

gorithms. The graphical representation provides a con-

cise overview of the relative accuracies of these mod-

els. 

 

Figure 8. An accuracy comparison chart of CNN, LSTM, GoogleNet, and MobileNet algorithms 
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5. Conclusion and future scope 

This work explores the field of signature verifica-

tion for behavioral authentication, which is a commonly 

used technique for user authentication. Utilizing a real-

time dataset including 500 unique users and equal distri-

bution of 500 authentic and 500 fraudulent signatures, 

we conducted a detailed examination of four distinct al-

gorithms – CNN, LSTM, GoogleNet, and MobileNet. 

With an astounding accuracy of 98%, CNN stood out as 

a particularly strong performer, demonstrating its resili-

ence in signature verification. Additionally, MobileNet 

showed dependability with a respectable 93% accuracy 

rate. By comparison, the accuracy rates of LSTM and 

GoogleNet were 50%, suggesting areas that could bene-

fit from further development. The study also presents an 

easy-to-use dashboard that is intended to facilitate effec-

tive signature verification, offering a useful instrument 

for identity authentication procedures. 

Future scope: To improve identity authentication 

systems, this research will broaden the incorporation of 

biometric elements like fingerprint or face recognition. 

The goal of additional research and architecture optimi-

zation for GoogleNet and LSTM is to improve overall 

performance and accuracy. The emergence of real-time 

online signature verification capabilities creates oppor-

tunities for instantaneous authentication in digital trans-

actions, necessitating additional research into these 

models' computing efficiency. Future research endeav-

ors will further enhance and modify signature verifica-

tion methods in response to technological advance-

ments, guaranteeing improved precision, safety, and us-

ability in the ever-changing identity authentication field. 
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